not perturb the output much. We can enhance this noise-immune behavior by reducing the transconductance of the amplifier, to cause $V_o$ to lag even further behind $V_i$. Noise immunity achieved in this way comes at the cost of reduced output-driving capability.

In any case, the hysteretic differentiator has many desirable properties reminiscent of those found in biological systems. It generates large excursions in output voltage when the derivative of the input waveform changes sign. The magnitude of these excursions is a logarithmic function of the input amplitude for large inputs, but is linear with input amplitude for small inputs. The time derivative of the output waveform continuously increases with input amplitude, resulting in increasingly crisp time resolution as the quality of the input signal is improved.

All told, these properties are remarkable for a simple, one-amplifier circuit—they come as a direct result of the blatant application of gross nonlinearity.

**SUMMARY**

In Chapter 7, we saw that a spatial average could be computed by a resistive network, and that such an average could serve as a nearly ideal reference against which spatially varying patterns could be compared. In the present chapter, we have used a similar approach to time-varying signals. The follower-integrator circuit and its kin have computed a temporal average—and that average has provided us with a reference against which the temporal variation of signals can be compared. Subtracting the input signal from some time-averaged version of that input has given us several well-defined methods for generating an output that emphasizes temporal changes in the input.

---

**CHAPTER 11**

**SECOND-ORDER SECTION**

We have done integration and differentiation with simple, single-time constant circuits that had $\tau \approx +1$ in the denominator of their transfer functions. These systems gave an exponentially damped response to step or impulse inputs. In Chapter 8, we showed how a second-order system can give rise to a sinusoidal response. In this chapter, we will discuss a simple circuit that can generate a sinusoidal response. We call this circuit the *second-order section*. We can use it to generate any response that can be represented by two poles in the complex plane, where the two poles have both real and imaginary parts. With this circuit, we can adjust the positions of the complex-conjugate poles anywhere in the plane.

The second-order circuit is shown in Figure 11.1; it contains two cascaded follower-integrator circuits and an extra amplifier. The capacitance $C$ is the same for both stages ($C_1 = C_2 = C$), and the transconductance of the two feed-forward amplifiers, $A_1$ and $A_2$, are the same: $G_1 = G_2 = G$ (approximately—if $G$ is defined as the average of $G_1$ and $G_2$, small differences will have no first-order effect on the parameters of the response). We obtain an oscillatory response by adding the feedback amplifier $A_3$. This amplifier has transconductance $G_A$, and its output current is proportional to the difference between $V_2$ and $V_3$, but the sign of the feedback is *positive*; for small signals, $I_3$ is equal to $G_A(V_2 - V_3)$.

If we reduce the feedback to zero by shutting off the bias current in $A_3$, each follower–integrator circuit will have the transfer function given
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FIGURE 11.1 Circuit diagram of the second-order section. The amplifier A3 tends to keep $V_3$ ahead of $V_1$, once it has gained the lead. For that reason, A3 has a destabilizing effect on the circuit behavior.

In Equation 9.3 (p. 148), two follower-integrator circuits in cascade give an overall transfer function that is the product of the individual transfer functions, so there are two poles at $s = -1/r_3$:

$$\frac{V_3}{V_1} = \left(\frac{1}{s + \frac{1}{r_3}}\right)^2 = \frac{1}{s^2 + 2r_3 + 1}$$

We can understand the contribution of A3 to the response by following through the dynamics of the system when a perturbation is applied to the input. Suppose we begin with the input biased to some quiescent voltage level. In the steady state, all three voltages will settle down, and $V_2$ and $V_3$ will both be equal to $V_1$. If we apply to $V_1$ a small step function on top of this DC level, $V_3$ starts increasing, because we are charging up the first capacitor $C_1$. Eventually, $V_2$ gets a little ahead of $V_3$, and then amplifier A3 makes $V_3$ increase even faster. Once $V_3$ is increasing, the action of A3 is to keep it increasing; the feedback around the loop is positive. If we set the transconductance $G_3$ of amplifier A3 high enough, $V_3$ will increase too fast, and the circuit will become unstable.

SMALL-SIGNAL ANALYSIS

A3 is a follower-integrator circuit, so, from Equation 9.3 (p. 148),

$$\frac{V_3}{V_1} = \frac{V_2}{s + \frac{1}{r_3}}$$

(11.1)

where $s$ is $s = C/G_3$. The current $I_1$ coming out of amplifier A1 is proportional to the difference between $V_1$ and $V_2$, its two inputs:

$$I_1 = G_1(V_1 - V_2)$$

(11.2)

We can describe $I_1$, the output of A3, in the same way:

$$I_1 = G_3(V_2 - V_3)$$

(11.3)
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We need an equation for $V_3$ in terms of $V_1$. Combining the two currents into the capacitor (Equations 11.2 and 11.3), we obtain

$$C \frac{dV_3}{dt} = G_1(V_1 - V_2) + G_2(V_2 - V_3)$$

Using $s = d/dt$ and collecting terms,

$$G_2(sC + G_1 - G_2) = G_1V_1 - G_2V_3$$

Substituting $V_2$ from Equation 11.1, and simplifying using $\tau = C/G_1 = C/G_2$ and $\alpha = G_2/(G_1 + G_2)$,

$$H(s) = \frac{V_3}{V_1} = \frac{1}{s^2 + 2\tau s (1 - \alpha) + 1}$$

(11.4)

Equation 11.4 is the transfer function for the circuit, as we expected, it is a second-order expression in $s^2$. The parameter $\alpha$ is the ratio of the feedback transconductance $G_2$ to the total forward transconductance $G_1 + G_2$. If $\alpha$ is equal to 0, Equation 11.4 should give the response of a first-order section. The denominator is $(s + \beta)^2$, just as we expected.

We also can see that, when $\alpha$ is equal to 1, the center term in the denominator becomes 0, and we get

$$\frac{V_3}{V_1} = \frac{1}{s^2 + \beta^2} + 1$$

Under these conditions, the roots of the natural response are thus

$$\tau s^2 = -1 \quad \text{or} \quad \tau s = \pm j$$

**Complex Roots**

We can put the poles on the imaginary axis when $\alpha$ is equal to 1, or right down on the real axis when $\alpha$ is equal to 0. Now our job is to determine

1. Where the poles are located when $\alpha$ is neither 0 nor 1
2. How the system responds under such conditions

We can write the transfer function

$$\frac{V_3}{V_1} = \frac{1}{(s + \tau N_1)(s + \tau N_2)}$$

(11.5)

where $N_1$ and $N_2$ are the roots of the denominator in the s-plane. We can define the position of any root as $Re^{j\theta}$, where $R$ is the distance to the root from the origin and $\theta$ is the angle from the positive real axis to the root; that is just the polar form of a complex number. As we discussed in Chapter 8, complex roots of real polynomials must occur as complex-conjugate pairs:

$$R_1 = Re^{j\theta} \quad \text{and} \quad R_2 = Re^{-j\theta}$$

(11.6)
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We will solve for \( R \) and \( \theta \) in terms of \( \alpha \) and \( \tau \) by comparing the denominator of Equation 11.5 with that of Equation 11.4. Substituting Equation 11.6 into Equation 11.5, we obtain

\[
\tau^2 \omega^2 + 2 \sigma \alpha (1 - \alpha) + 1 = \tau^2 \omega^2 - \tau^2 \alpha R (e^{i\theta} + e^{-i\theta}) + \tau^2 R^2
\]

Using the identity \( 2 \cos \theta = e^{i\theta} + e^{-i\theta} \), we arrive at an important result:

\[
\tau = \frac{1}{R} \quad \text{and} \quad -\cos \theta = 1 - \alpha
\]

The roots are located on a circle of radius \( 1/\tau \); they move to the right from the negative real axis as we increase the transconductance of the feedback amplifier. The angle of the roots is determined by the ratio of feedback transconductance to forward transconductance, and is independent of the absolute value of \( \tau \).

We can normalise the plot, so the roots lie on the unit circle, by expressing all distances in the plane in units of \( 1/\tau \), as shown in Figure 11.2. From this construction, we have the following important relation between the major circuit variables:

\[
(\omega \tau)^2 + (\sigma \tau)^2 = 1
\]

We can see from Figure 11.2 that \( \cos \theta \) is the projection of either root onto the \( \sigma \) axis. The poles are \( 1 - \alpha \) to the left of the origin. The real part of both roots is given by

\[
-\sigma \tau = 1 - \alpha
\]

When \( \alpha = 1 \), the real root is \( 0 \), and we are left with a pair of roots on the \( \pm i \omega \) axis. When \( \alpha = 0 \), the root pair is at the pole \( -1 \) on the negative real axis; for \( \alpha > 0 \), the distance between that point and the real part of the roots is just \( \alpha \).

We now have a way to visualise the effect of the feedback ratio \( \alpha \) on the location of the roots: \( \alpha \) is the horizontal distance from the roots to their original position when there was no feedback in the circuit. The roots start at \( -1 \) on the real axis; as we increase \( G_{\text{f}} \), we push them to the right, decreasing the magnitude of the damping constant \( \sigma \). Eventually, we push them across the \( j \omega \) axis and the circuit begins to oscillate. We have shown that we have an independent control on the location of the roots on the circle. The radius of the circle is determined by \( \sigma \). By changing \( \alpha \) to be equal to \( G_{\text{f}}/(2G) \) we can locate the roots anywhere on the circle. As we change the location of the roots, we change the response of the circuit. That is why the second-order section is such a useful device.

Second-order systems often are characterised in terms of a \( Q \) parameter, defined by \( Q = 1/(2\pi\tau \alpha) \), or by the transfer function expression:

\[
H(s) = \frac{1}{\tau^2 s^2 + \frac{1}{2} \tau \alpha s + 1}
\]

By comparing this expression with Equation 11.4 or Equation 11.8, we find that

\[
Q = \frac{1}{2(1 - \alpha)}
\]

Note that \( Q \) starts from 0.5 with no feedback (\( \alpha = 0 \)), and grows without bound as the feedback gain approaches the total forward gain (\( \alpha = 1 \) or \( G_{\text{f}} = G_1 + G_2 \)); beyond this point, small signals grow exponentially—the circuit is unstable.

**Transient Response**

In Chapter 8, we saw that the natural response of a linear system always could be written

\[
V(t) = e^{st} e^{\sigma t}\cos(\omega t)
\]

where the value of \( s \) is given by the root or conjugate pair of roots of the denominator of the transfer function. The impulsive response of the circuit, for positive \( t \), is of the same form as this natural response.

Depending on the value of \( \alpha \), the behavior of the second-order section may be better described in either the time domain or the frequency domain. The impulse response of the circuit when the roots are on the real axis is just an exponential; the response does not oscillate at all, and there is therefore no frequency associated with it. It is simply a dying exponential. When the roots are on the imaginary axis, the circuit is an oscillator—it just sits there and oscillates, on and on and on. For \( \alpha < 0 \), the impulse response is a damped sine wave, as shown in Figure 11.3, because \( s \) has both a real and an imaginary component. The exponential is an oscillating response, composed of sines and cosines. The \( e^{\sigma t} \) is the damping term, as long as \( \sigma \) is negative.

The values of \( \omega \) and \( \sigma \) can be determined directly from Figure 11.3. The duration of one cycle is 460 microseconds. A cycle is 2 radians; \( \omega \) is thus equal to 1.37 \times 10^5 radians per second, which is about 1/\( \tau \). The wave damps by a factor of \( 1/e \) in 2.6 milliseconds. The damping constant \( \sigma \) is thus \( -3.85 \times 10^5 \) per second.
The value of $\alpha$ from Equation 11.8 is

$$\alpha = 1 + \sigma = 0.97$$

The circuit becomes unstable when $G_3$ is greater than 2G. We can think about the onset of instability in the following way. There are two amplifiers (A1 and A2) with negative feedback, but there is only one amplifier (A3) with positive feedback. Negative feedback dampens the response, and positive feedback reduces the damping. To make the circuit unstable, A3 must provide as much current as do the two amplifiers, A1 and A2, that provide the damping. When the two effects are equal, the circuit is just marginally damped. As we increase $G_3$ above 2G, the damping becomes negative, and the response becomes an exponentially growing sine wave. Exponential growth is an explosive kind of thing, so the second-order section rapidly leaves the small-signal regime, and becomes dominated by large-signal effects, as we discuss later in this chapter.

**Frequency Response**

When the damping of the circuit is low, we find it natural to view the response as a function of frequency. The frequency response of the second-order section of Figure 11.1 is shown in Figure 11.4 for a number of values of $\alpha$. The highest peak corresponds to the setting used for the transient response shown in Figure 11.3.

We can evaluate the frequency response by substituting $j\omega$ for $s$ in Equation 11.4:

$$\frac{V_S}{V_i} = \frac{1}{-\omega^2 + j\omega(1 - \alpha) + 1}$$

We can simplify the algebra by computing $D$, the magnitude of the denominator of the transfer function, in terms of a normalized frequency $f = \omega t$ and

$$2(1 - \alpha) = 1/Q.$$ Using the fact that the magnitude of a complex number can be computed from the Pythagorean theorem, we have

$$D^2 = (1 - f^2)^2 + f^2 = f^2 - f^2 \left(2 - \frac{1}{Q^2}\right) + 1$$

It is convenient to plot the log of the magnitude of the transfer function as a function of $\log f$. But

$$\log \left|\frac{V_S}{V_i}\right| = -\frac{1}{2} \log(D^2)$$

Hence, we can reason about the response directly from the behavior of $D^2$. When $f$ is small, the $f^4$ term is much smaller than the $f^2$ term, so

$$\log \left|\frac{V_S}{V_i}\right| = -\frac{1}{2} \log \left(1 - f^2 \left(2 - \frac{1}{Q^2}\right)\right) \approx f^2 \left(1 - \frac{1}{2Q^2}\right)$$

At low frequencies ($f$ much less than 1), the response grows larger as $f$ is increased, provided $Q^2$ is greater than 1/2 or $Q$ is greater than 0.707. At some frequency, the $f^4$ term is no longer negligible, and it starts canceling the effect of the $f^2$ term. Above that frequency, $f^4$ increases much faster than $f^2$ does, so the response decreases. Eventually, the $f^4$ term is much larger than the other terms are, so the response decreases as $1/f^2$, because

$$-\frac{1}{2} \log(f^4) = -2 \log f$$

The plot decreases with a slope of -2 when $f$ is much greater than 1.

So we know the asymptotes. Near zero frequency, the gain is 1 and the response is flat (independent of frequency); at very high frequencies, the slope on a log scale approaches -2, because the response is proportional to $1/f^2$; between
the two extremes, there is a maximum. The $f^3$ term increases before the $f^4$ term does; so does the response. Eventually, the $f^4$ term becomes large enough to dominate the $f^2$ term, and then the response begins to decrease.

The response will be a maximum where $D^2$ is a minimum—that is, where the derivative is zero:

$$
\frac{dD^2}{df} = 4f^2 - 2f \left( 2 - \frac{1}{Q^2} \right) = 0
$$

$$
D_{\text{max}}^2 = 1 - \frac{1}{2Q^2}
$$

Equation 11.10 tells us where the peak in the response curve is. Now we can take that maximum frequency from Equation 11.10 and put it back into the transfer function Equation 11.9 to find the value of the denominator at the peak:

$$
D_{\text{max}}^2 = \frac{1}{Q^2} \left( 1 - \frac{1}{4Q^2} \right)
$$

Equation 11.11 gives a maximum value of the transfer function

$$
\frac{V_2}{V_1}_{\text{max}} = \frac{Q}{\sqrt{1 - \frac{1}{2Q^2}}}
$$

So, as $Q$ becomes large, the height of the peak approaches $Q$, and the peak frequency approaches $1/r$.

When $Q^2$ is equal to $1/2$, the peak gain is 1 at zero frequency and the response is maximally flat (that is, the lowest-order frequency dependence is $f^4$). For lower $Q$ values, the gain drops off quadratically with frequency.

**LARGE-SIGNAL BEHAVIOR**

Thus far, we have been concerned with the second-order section as a linear system. The linear approximation is valid for small amplitudes of oscillation. As we might expect, the circuit has all the slow-rate limitations we saw for first-order filters. When the second-order section becomes slow-rate limited, however, its behavior is much more exciting than that of its first-order cousin. When the circuit that generated the small-signal impulse response of Figure 11.3 is subjected to a large impulse input, it breaks into a sustained limit-cycle oscillation, as shown in Figure 11.5. The amplitude of the oscillation is the full range of the power supply. Thus, the circuit that is perfectly stable for small signals becomes wildly unstable for large signals. We need a little imagination to visualize a system controlled by such a circuit, gripped by recurring seizures of this violent electronic epilepsy. As with any pathology, we must understand the etiology, and take precautions against any possible onset of the disease.

We can analyze this grotesque behavior by realizing that the input voltages to all three amplifiers are many $kT/qe$ units apart over almost all parts of the waveform. Under these conditions, the currents out of the amplifiers are constant.
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Equation 11.13 can be simplified to

$$4\alpha^2 - 2\alpha - 1 = 0$$

The solution of Equation 11.14 is

$$\alpha = \frac{1 + \sqrt{5}}{4} = 0.618$$

The natural period of oscillation is $2\pi/\omega$. From Equation 11.7, we find that $\omega$ is equal to $0.0816$ for the present conditions. In one cycle of oscillation, we expect the waveform to have been damped by

$$\frac{V(1-0)}{V(1-2\pi/\omega)} = e^{2\pi/\omega}$$

Small-Signal Behavior at Stability Limit

We have found the maximum value of $\alpha$ at which it is safe to operate the second-order section. If we adjust the current in amplifier A3 such that large-signal oscillations are just marginally stable, we can examine how the section will operate in its small-signal regime. The small-signal response to a step input with $\alpha = 0.809$ is shown in Figure 11.7. From Equation 11.8 we can determine that $\tau = 0.191$ is the damping constant expected under these conditions.

The natural period of the oscillation is $2\pi/\omega$. From Figure 11.7, we find that $\omega$ is equal to 0.0816 for the present conditions. In one cycle of oscillation, we expect the waveform to have been damped by

$$\frac{V(1-0)}{V(1-2\pi/\omega)} = e^{2\pi/\omega}$$

For the example shown in Figure 11.6, $V_2$ is approximately $V_{DD}/2$, and the result is independent of the value of $V_{DD}$. We assume that $I_1 = I_2 = I$ and that $C_1 = C_2$, and we divide all terms by $I$ to obtain a dimensionless form of Equation 11.12:

$$\frac{1}{2\alpha + 1} + \frac{1}{2\alpha - 1} = 2$$

where, as before, $\alpha$ is equal to $I_2/(2I)$. 

FIGURE 11.6 Minimum limit-cycle oscillation of the second-order section for $\alpha = 0.81$. Lower settings of $\alpha$ lead to a damped response for all amplitudes of input signals.

FIGURE 11.7 Small-signal response of the second-order section measured for $\alpha = 0.81$. This setting gives the minimum limit-cycle shown in Figure 11.6.
For operation at the large-signal stability limit, Equation 11.15 predicts a factor of 3.4 decay in the waveform per cycle of oscillation. The measured damping of the waveform of Figure 11.7 is a factor of between four and five per cycle. This discrepancy between prediction and measurement may be due to the substantial mismatch between real transistors—a problem that has been completely neglected in the preceding analysis.

**Recovery from Large Transients**

When the feedback current is set below the stability limit, the circuit will recover from large transients. The waveforms for \( V_0 \) and \( V_0 \) observed during such a recovery are shown in Figure 11.8. They are similar to those observed in the marginal-stability case (Figure 11.6). We can analyze the dynamics of the recovery using the construction shown in Figure 11.9. The slopes of all waveforms have been normalized to that for \( V_0 \). While \( V_0 \) is below the input voltage \( V_i \), it rises with a slope of \( 2 \alpha + 1 \). After \( V_0 \) exceeds \( V_i \), its slope is \( 2 \alpha - 1 \). The analysis is similar to that used to obtain the stability limit, except the excursion of \( V_0 \) above \( V_i \) is smaller than the initial deviation \( V_i \) below \( V_i \). Because we have normalized all slopes to the slope of \( V_0 \), the total time will be \( t_i + t_0 \):

\[
t_i + t_0 = \frac{V_i}{2 \alpha + 1} + \frac{V_i}{2 \alpha - 1} = V_i + V_0
\]

(11.16)

The decrement by which the amplitude decreases during each half-period is \( \Delta V = V_{0} - V_{0} \). We can express this decrement in terms of the total peak-to-peak amplitude \( V_i + V_0 \). Solving Equation 11.16, we obtain

\[
\frac{V_i - V_0}{V_i + V_0} = 4 \alpha^2 - 2 \alpha - 1
\]

(11.17)

Setting this expression equal to 0 gives the value of \( \alpha \) for marginal stability (Equation 11.14); larger values of \( \alpha \) lead to growing solutions, smaller values lead to decaying solutions. Recognizing that the time for the half-period \( \Delta t \) is \( V_i + V_0 \), we see that the expression of Equation 11.17 is the decrease in amplitude per unit time:

\[
\frac{\Delta V}{\Delta t} = 4 \alpha^2 - 2 \alpha - 1
\]

(11.18)

Equation 11.18 is the large-signal equivalent of a differential equation: It relates the amplitude at one time to that at a later time. Because the amplifiers are slew-rate limited, the value of the signal does not affect the rate, as it would in the "linear" regime. For this reason, the decay is linear instead of exponential; the large-signal behavior is simpler than the corresponding small-signal behavior. The approximately linear decay can be seen in Figure 11.8.

**SUMMARY**

We have derived the properties of second-order systems by way of a specific example. Second-order behavior can arise out of any complex system with feedback. We encountered a precursor to the master in Chapter 10, when we observed damped oscillations in the response of the follower-differentiator circuit. It is common knowledge in the engineering community that feedback-control systems usually oscillate; getting these systems to be stable is the hardest part of designing them. This difficulty is the origin of the old electrical-engineering saying, "If you want an oscillator, design an amplifier."

Neural systems are notorious for generating large-signal limit-cycle behavior, either as part of their normal behavior pattern (as in a heartbeat) or as a pathology (as in an epileptic seizure). The deep mystery of large-scale neural systems is how they manage to stay stable at all! A hint can be gleaned from a comment...
by Gordon Shepherd "There is the impression from these experiments of a broad current of inhibition drawn across the olfactory bulb, through which excitation pierces, carrying specific information about the stimulating molecules." [Shepherd, 1979, p. 173] A similar comment could be made about any of the sensory systems, as well as about many other parts of the brain.

Inhibition as applied in biological systems is concerned with the magnitude of activity, not with the sign. A dark edge moving across the visual field excites as much response as a light edge would. The auditory system has a hard time distinguishing a negative pressure pulse from a positive one. It could be that the nonlinear nature of inhibitory feedback is the key to building a complex analog-processing system with a great deal of gain and time delay, and to keeping the entire mess stable. We will know that we understand these matters only when we can build such a system—and can keep it stable.
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CHAPTER 12
AXONS

In Chapter 4, we described the computation done in the dendritic trees of real neurons, and we discussed some of the properties of active channels that provide the amplification required to generate and propagate a nerve pulse. We noted that some types of neurons have no axon, and do most of their computation on analog "electrotone" signals. In addition, many dendritic trees contain sites (hot spots) of voltage-gated channels; these trees thus contain multiple analog-digital interfaces involved in local integrative activity. In addition, there are many occasions when the nervous system needs to send signals over long distances; it uses action potentials (nerve pulses) to accomplish the task. There are known situations in which the nerve-pulse representation is an important part of the information-processing scheme. We will encounter such a case in the auditory system. If we are to be true to the biological metaphor, we can hardly escape building a credible circuit for the generation and propagation of action potentials.

An action-potential-generating neuron accumulates charge across its membrane. Nerve pulses originate in an area called the axon hillock, where the initial segment of the axon leaves the cell body. When the voltage across the membrane of the axon hillock reaches a certain value, nerve channels in the membrane engage in the positive-feedback cycle described by Hodgkin and Huxley, and discussed in Chapter 4. At this point, we note that the combination of positive feedback and delay