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Abstract—Many decades ago, Wilfrid Rall and others laid the foundations for mathematical modeling of dendrites using cable theory. With reconfigurable analog architectures, we are now able to accurately program different circuit architectures to emulate dendrites. Our work has shown that these circuits accurately reproduce results predicted from cable theory when inputs to the system are small. For large inputs, interesting nonlinear effects begin to take hold.
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I. THE NEUROMORPHIC ENGINEER’S THESIS: SILICON EMULATES BIOLOGY

Neuromorphic engineering has garnered ever-increasing interest since Carver Mead’s early explorations of the field [1]. Neuromorphic engineers claim that transistors can be used to emulate biological processes. Silicon devices and biological structures operate based on similar physical principles, so it is possible to make circuits which share many of the computational properties of neurobiological systems. There are two consequences of this statement: neuromorphic circuits can be used to natively simulate biological systems, and they can also be used to perform bio-inspired computation.

Although dendrites have typically been overlooked in terms of computation, recent results have hypothesized computational possibilities for dendritic components [2], [3]. Fig. 1 shows dendrites as the region of a neuron that connects the neuron’s synapses to its soma. In order to begin to take advantage of this computation, we have verified that some of the most basic properties of dendrites can be observed using analog CMOS circuit models.

This paper explores how neuromorphic technology can be applied towards emulation of dendritic behavior. Our previous work showed the basic structure of a transistor-channel implementation [4] of a dendritic circuit [5] that has been proposed as a key component for hardware-enabled biologically-inspired classifiers [6]. To make these approaches practically usable in both neurobiological modeling as well as classification systems, we require building these systems to have careful modeling of these approaches. The classic computational model for dendritic structures comes from the work of Wilfrid Rall [7], which has been the classic model of linearized passive dendrites for decades. We present in this paper a Si transistor channel dendritic model that displays similar behavior to Rall’s model of passive dendritic structures, both in the steady-state response and the dynamic response.

Fig. 1. When operated in the correct regime, a VLSI dendrite model produces the behavior predicted by canonical linear models. (a) Dendrites are the structures which connect synapses to the cell body. They perform linear (and sometimes nonlinear) summations of input currents. (b) Neuroscientists typically model these structures as passive linear cables. (c) The classical model for this linear cable is an equivalent RC delay line. The major predictions of linear cable theory are based on this model. (d) An alternative model for the linear cable is a network of aVLSI elements, primarily MOSFETs and capacitors, where input currents are translated into small voltage signals which swing around a DC operating point. If (c) and (d) are equivalent, they should behave similarly. (e) The steady-state behavior of both models is expected to be an exponential decay in voltage, where the amount of decay depends on physical parameters. (f) The dynamic behavior of both models is expected to be exponential decay in space and a delay in time.
large-scale Field Programmable Analog Array (FPAA) approaches [8], we need the opportunity to compile such systems, to make these approaches widely accessible to others besides ASIC designers.

There is a long history of dendritic emulation of Rall’s equations in the neuromorphic community. Elias [9] built passive compartmental models using multiple fixed IC resistors, capacitors, and MOSFET current sources, demonstrating spatial weighting of inputs, sublinear summation of nearby synapses, and tonic summation of inputs. Rasche and Douglas [10] modeled neural cable using switched capacitors and OTA leakage conductances, enabling some programmability (through clock rate, biases). They could observe changes due to these parameters, and observed propagation of action potentials down a cable. Recently, Wang and Liu [11] described a dendritic system with NMDA channels, nonlinearities, and a dendritic cable. They showed how activating NMDA channels leads to superlinear responses in the system and that these nonlinearities allow the dendrite to discriminate between input patterns with different spatial extents.

We present work on careful modeling of the dendrites on FPAA structures over the next few sections. Section II discusses the fundamental unit of computation in neuromorphic systems—the silicon channel—and states that it can be used to model biological channels. Section III overviews the hardware platform for connecting silicon channels to create more complex biological structures. Section IV discusses using this platform to bias silicon channels in a way that simulates the voltage-mode behavior of dendrites, and makes the connection to Rall’s linear cable model where his model is appropriate. Section V discusses tools developed to aid in the design of dendritic circuits in an FPAA framework. Section VI overviews possible behaviors seen in the Si dendrite model that are outside the region of validity of Rall’s model, but which we hypothesize are useful properties.

II. THE SILICON CHANNEL

Neuromorphic engineering begins with the principle that the transistor acts as a biological analog. Carver Mead recognized that this is true because both silicon and biological channels behave according to the same natural principle. The channel of a transistor operated in its subthreshold regime is governed by the diffusion equation, as many biological processes [1].

The channel of a transistor is a region of silicon that separates the drain from the source [see Fig. 2(a)]. This area forms an energy barrier to charge carriers at the source and at the drain. The number of charge carriers at the source or drain end of the channel is determined by the size of this barrier, which is modulated by the difference between the gate voltage and the source or drain voltage. Since the source is operated at a higher potential than the drain in the P-channel device, the barrier at the source end of the channel is lower, so there are more charge carriers at the source end of the channel than at the drain end. Therefore we have a gradient of charge carriers from the source end of the channel to the drain end. This is illustrated in Fig. 2(c). This means that carriers must diffuse from the source to the drain according to the diffusion equation from [1]:

$$v_{diffusion} = -D \frac{1}{N} \frac{dN}{dh}$$

where \(v_{diffusion}\) is the velocity of carriers, \(D\) is the diffusion constant, \(N\) is the number of charge carriers per unit volume, and \(h\) is distance. When the diffusion equation is applied in the case of a gradient of charge carriers from the source to the drain of a pFET channel, the current is given in [13] as

$$I = I_{D} e^{\gamma(V_{ds} - V_{g})/U_{T}} \left( e^{-(V_{ds} - V_{g})/U_{T}} - e^{-(V_{ds} - V_{g})/U_{T}} \right)$$

$$= I_{D} e^{\gamma V_{g}/U_{T}} \left( e^{V_{ds}/U_{T}} - e^{V_{ds}/U_{T}} \right).$$

\(V_{dd}\) is the well potential of the pFET, \(V_{g}\) is the gate voltage, \(V_{s}\) is the source voltage, and \(V_{d}\) is the drain voltage, all referenced to ground. \(I_{D}\) is a collection of physical constants which is intuitively the saturation current when \(V_{g} = V_{s} = V_{dd} \). \(\gamma\) is a measure of how well the gate voltage modulates the potential at the channel’s surface. \(U_{T}\) is the thermal voltage (typically around 26 mV at room temperature). To simplify the nomenclature, we can reference the terminal voltages to \(V_{dd}\), in which
case $I'_{0} = I_{0}$. To reference everything to ground, we let $I'_{0} = I_{0}e^{V_{dd}/U_{T}} e^{-V_{dd}/U_{T}}$.

The idea of overcoming energy barriers to produce current is also seen in biological channels. In Fig. 2(b), we show the structure of a channel embedded in a membrane. Fig. 2(c) shows how both biological and silicon channels generate barriers to current, where the barrier is shown as a change in membrane permeability in the case of biological channels and a change in potential energy in the case of silicon channels.

III. A RECONFIGURABLE DEVELOPMENT PLATFORM FOR NEUROMORPHIC SYSTEMS

All of the data presented in this paper comes from a reconfigurable hardware platform that can be used to develop neuromorphic models. The Field-Programmable Analog Array (FPAA) is a mixed-signal CMOS chip which allows analog components to be connected together in an arbitrary fashion, allowing for rapid testing and measurement of many different circuit designs. The specific chip used for this paper is the RASP 2.8a [8].

The FPAA is organized into three functional blocks. The first is the Computational Analog Block (CAB), which is a physical grouping of analog circuits which act as computational elements. These elements include nFETs, pFETs, Operational Transconductance Amplifiers, capacitors, Gilbert multipliers, and others.

The interconnection of CAB components is accomplished with the FPAA’s second functional block, the switch matrix. This is a collection of floating-gate pFETs which connect together rows and columns of routing lines. A floating-gate pFET is one whose gate has no DC path to ground. Voltage is applied to the gate through a capacitive divider. The lack of a DC path to ground means that once charge is stored on the gate, it will remain there without the need for a directly-applied potential. We are able to place charge on the gate and remove charge from it using the quantum mechanical processes of Fowler-Nordheim tunneling and hot electron injection.

The third functional block is the programmer, which selects a floating-gate device in the switch matrix and controls the processes of tunneling and injection to add or remove charge to the floating gate. This allows each device to be turned completely on, turned completely off, or operated somewhere in-between. This flexibility means that switch elements can be used for computation as well as routing, a benefit seen in other efficient routing applications [14], [15]. One example of a useful computational element created from floating-gates is a constant current source.

IV. IMPLEMENTING THE LINEAR CABLE MODEL WITH ANALOG CMOS CIRCUITS

Our basic thesis is shown in Fig. 3. We begin with the biological dendrite and model both the conductive medium and the leak channel using a silicon channel. We also provide a bias current to set the resting membrane potential, $V_{rest}$. We then assume small signals are applied as inputs, and our circuit reduces to a linear model.

A. Introduction to Linear Cable Theory

The simplest model neuroscientists use to describe the function of dendrites is known as the Linear Cable Model. The dendrite is treated as a conductive core surrounded by an insulating layer. The core is modeled as a long piece of resistive material, which can be discretized into many incremental resistances $R_{Ax}$. The insulating layer is a phospholipid bilayer, and it is modeled as a capacitance $C$ because it separates the internal membrane potential from the extracellular potential. However, there is leakage current from the intracellular solution to the outside of the cell, so a leakage resistance $R_{Lk}$ is also included in the model.

Koch gives a simple derivation of the mathematical cable model for this circuit in [16]. If one writes down Kirchhoff’s Current Law (KCL) at the nodes $V_{mem}$ and uses Ohm’s Law $V = IR$ and the capacitor equation $I = C(dV/dt)$, then the following differential equation describes the system:

$$\lambda^{2} \frac{\partial^{2} V_{mem}}{\partial x^{2}} = \tau \frac{\partial V_{mem}}{\partial t} + V_{mem} - R_{m}I_{inj}$$

(3)

where $I_{inj}$ is current injected into the dendrite, $\tau = R_{Lk} C$ and $\lambda = \sqrt{R_{Ax} R_{Lk}}$. $\tau$ and $\lambda$ are called the time constant and
the space constant. Intuitively, \( \tau \) determines how voltages along the dendrite change with time, and \( \lambda \) determines how voltages change with distance down the dendrite. If we only care about the steady-state solution, we can set the differential with respect to time equal to zero. This results in a solution for the steady-state behavior given in (4)

\[
V(x) = V_0 e^{-|x|/\lambda}.
\]

(4)

**B. Using Silicon Channels to Implement the Linear Cable Model**

Our goal is to replace the resistances in the linear cable model with silicon channels. The most intuitive way to do this is to simply replace each resistance with a single pFET. The axial resistances are replaced with a pFET whose gate is set at a fixed potential, \( V_{Ax} \). Similarly, the membrane resistances are replaced with pFETs whose gates are set at a fixed potential \( V_{gk} \). On an intuitive level, the conductance of the pFETs is set by their gate voltage. We will need to bias the dendrite at a fixed membrane potential, so a transistor which provides a DC bias current is inserted into each node of the dendrite. It has a gate voltage \( V_{bias} \), and it sets the DC point \( V_{mem} \). The final piece of the dendrite to consider is the capacitance. It is a fact of analog circuits that every node has some capacitance associated with it. So we do not have to place an explicit capacitance at each node to simulate a dendrite. If we so desire, the FPAA has the ability to compile 500 fF capacitances into the nodes. The final circuit is as shown in Fig. 3(b).

In order to model an equivalence to the linear cable model, we can simplify the full circuit into a linear one. Each transistor is replaced with a small-signal, linearized model. To do this, we take partial derivatives of the current equation for a pFET as formulated in (2).

**Linear Model of Axial FET:** In the operation of the circuit, we will leave the gate fixed at a DC bias, so we can simplify (2) by incorporating the gate voltage term into \( I = I_{bias} e^{V_g/U_T} \). Therefore, the current through the axial and leakage pFETs can be expressed as follows:

\[
I = I_{bias} (e^{V_g/U_T} - e^{V_d/U_T}).
\]

Traditionally, we form a linear model for this device by taking the partial derivative of the current with respect to a changing terminal voltage. Since a signal is traveling in the axial direction of our dendrite, both the source and the drain of the axial FET are changing. We model this with two current sources in parallel pointing in opposite directions, with the values \( g_s \Delta V_{s} \) and \( g_d \Delta V_{d} \). Ignoring channel length modulation, the values for \( g_s \) and \( g_d \) are given in [13] as

\[
g_s = \frac{\partial I_{Ax}}{\partial V_s} = \frac{I_{bias}}{U_T} e^{V_s/U_T}, \quad g_d = \frac{\partial I_{Ax}}{\partial V_d} = \frac{I_{bias}}{U_T} e^{V_d/U_T}.
\]

Note that, at rest, the dendrite will be biased such that all source and drain nodes of the axial pFETs will be at the same rest potential, \( V_{rest} \). This means that \( g_s = g_d \). We can combine the two current sources into one source with the value

\[
I = g_{Ax} \Delta V_s - g_{Ax} \Delta V_d = g_{Ax} \Delta V_{sd}.
\]

So this is simply a small-signal conductance,

\[
g_{Ax} = \frac{I_{bias}}{U_T} e^{V_{mem}/U_T}.
\]

(5)

**Linear Model of Leakage FET:** Modeling the leakage transistor is much easier. Both the gate and the drain are fixed to DC voltages. So any change in voltage across the device is completely due to a change in the source. Therefore, the small-signal conductance of the leakage FET is just the source conductance, as given above

\[
g_{Lk} = \frac{I_{bias,Lk}}{U_T} e^{V_{mem}/U_T}.
\]

(6)

**Deriving the Space and Time Constants:** The space constant is the parameter \( \lambda \) in the linear cable equation which describes how voltage in the dendrite decays with position along the dendrite. It is related to the ratio of the axial and leakage conductances. Now that we have linearized our model, we can define a space constant \( \lambda \) by taking the ratio of our conductances

\[
\lambda \equiv \left( \frac{R_{Lk}}{R_{Ax}} \right)^{1/2} = \left( \frac{I_{bias,Lk}}{I_{bias,Ax}} \right)^{1/2} = \frac{e^{V_{mem}/U_T}}{g_{Ax} g_{Lk}}.
\]

(7)

Fig. 4 verifies this expression experimentally using the FPAA. We measured how the conductance of a pFET changes as a function of its DC gate potential. To relate this back to (7), we measure a reference conductance and see how changing the gate voltage affects the square root of the ratio of the new conductance to the reference.

The time constant \( \tau \) describes how voltages decay with time. It is defined as the product of the leakage resistance and the capacitance, or

\[
\tau = \frac{C}{g_{Lk}} = \frac{C U_T}{I_{bias,Lk}} e^{-V_{mem}/U_T}.
\]

(8)
Sources of Error: The above expressions hinge on perfect matching among all pFET devices. This unfortunately is rarely achieved. We measured the values of $\kappa$ and $I_0$ for a sample of 15 pFET CABs in the FPAA and measured the statistical variation for these two parameters. This information is shown below.

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8333</td>
<td>0.0021</td>
</tr>
<tr>
<td>4.5740 fA</td>
<td>0.77549 fA</td>
</tr>
</tbody>
</table>

The above analysis assumes the system is processing “small” signals. We can no longer assume that the linear models behave if they are perturbed far from the DC bias. We limited inputs to the system such that the source nodes of the vertical pFETs never changed by more than 25 mV.

V. DEMONSTRATING EQUIVALENCE TO THE LINEAR CABLE MODEL

We now wish to demonstrate that our voltage-mode circuit retains many of the behaviors of a passive dendrite. We set up our cable using the system shown in Fig. 3(c).

Steady-State Experiments: The first test to perform is a steady-state analysis. In our experiment, we compiled a 10-stage dendrite onto the FPAA. We set $E_k = 1$ V and biased the membrane voltage to around 20 mV above $E_k$. Due to mismatch among the bias transistors and leak transistors, not all membrane voltages were exactly the same, and they could vary by as much as tens of mV. We attempted to compensate for some of the mismatch by an iterative process of measuring and changing the bias voltages on the gates of the $I_{bias}$ transistors, but this did not remove all of the mismatch. Since this is a dendrite of finite length, the steady-state solution takes on a slightly different form than that given earlier. From [16], the solution is

$$V(X) = V_0 \frac{\cosh(L - X)}{\cosh(L)}$$

(9)

where $X = \chi / \lambda$ and $L = 1 / \lambda$. For this experiment, we defined the steady-state voltage of a particular node as the difference between its measured rest voltage and its voltage after applying an input. The results for this dendrite are given in Fig. 5(a) and (b).

The input resistance of a semi-infinite, sealed-end cable is also well-known. Its expression is given in [16] as

$$R_{in} = R_{oc} \cot\h(L).$$

(10)

As $L$ increases, $R_{in}$ approaches $R_{oc}$. To test whether our dendrite follows this model, we applied a step input current of $I_0$ to our dendrite and varied the value of $\lambda$. For a fixed input current but variable dendrite length, we can predict what the voltage should be at various points along the dendrite. Our results are shown in Fig. 5(c).

Our theoretical results do not perfectly match the data, and there are a few possible reasons for this. Probably the largest contributor to the problem is biasing the dendrite correctly. For the experiments in Fig. 5(b) and (c), the resting membrane potentials were as much as 30 mV away from each other. The ratio of small-signal conductances is $e^{(\Delta V / T r)}$, so this means that the ratio of two ideally matched conductances could be as high as 3.32. It should also be noted that $\kappa$ changes with the source voltage, so a 30 mV mismatch in source voltage could also affect $\kappa$.

Dynamic Experiments: Cable theory provides us with a prediction for what the shape of the step response should look like at the site of current injection. The form is given in [16] as

$$V_{step}(0, T) = \frac{I_0 R_{oc}}{2} e r f(\sqrt{T}).$$

(11)
We have plotted a representative step response for $\gamma = 0$ along with a best-fit line to this theoretical function in Fig. 6(a).

Since the cable model is basically an RC network, we expect to see delay down the line. The propagation velocity of a step input down the line is given in [16] as

$$v = \frac{2\lambda}{\tau}. \quad (12)$$

This means that we can increase the delay down the line (decrease the velocity of propagation) by decreasing $\lambda$ or increasing $\tau$. In our experiment, we changed $\lambda$ and looked at how the velocity of propagation was affected. The results are shown in Fig. 6(b).

In both the steady-state and dynamic experiments, we have seen a trend in our results. Namely, they agree with cable theory qualitatively but do not match it precisely, quantitatively. We do not expect these nonidealities to affect usability of the dendrites greatly. This is because we believe the computation in dendrites is not governed by precise tuning of every parameter. Neural computation is inherently different from the von-Neumann architectures in which precision is key. They exhibit high levels of stochastic behavior, redundancy, and recurrent connections. Rather, for us it was more important to see that the basic dendritic properties can be varied over a wide range, allowing gross tuning of parameters.

**Effects of a Reconfigurable Testbed:** A reality of working in a reconfigurable environment is that parasitics can cause nonidealities to crop up when experiments are run. Fig. 6(c) demonstrates this. To apply an input current to our system, the gate of a pFET is pulsed low. This pulse can capacitively couple both into the system and into the instrumentation measuring the system’s response. The amount of coupling depends on how the system is routed, so certain care should be made to ensure that system components are routed to minimize such effects. For instance, the routing lines for the voltage measurement circuitry should not be physically close to the digital pulse on the gate of the input current source. Additionally, a cascode should be used on the input current source.

VI. SIMULINK MODEL FOR SIMULATING CMOS DENDRITES AND FPAA CONFIGURATION

For DSP and neuromorphic engineers with little or no hardware experience, it is beneficial to have a software tool that can provide an easy interface with the hardware. MATLAB Simulink allows users to add new blocks with user-defined functionality, providing the user an interactive graphical interface. DSP engineers are familiar with this tool to a large extent. Keeping this in mind, we developed a Simulink model for dendrites. The Dendrite Simulink block provides users with a block-level interface. Sim2spice [17] is the compiling tool we used to convert the block-level implementation to a Spice netlist. The GRASPER tool [18] is then used to configure the FPAA and the RAT tool [19] is used to view and edit the routing. The user can also simulate the behavior of dendrites.

**Dendrite Simulink Block:** The dendrite Simulink block is defined by level-2 M file S-funcions and corresponding netlist elements. The elements used to model the block are the CAB elements on the FPAA. The input parameters for the block are configurable. The Simulink block can be used to run a behavioral simulation of the CMOS dendrites and also generate a Spice netlist to configure the FPAA. It consists of mainly four files.

1) S-function Simulink block: Consists of the physical dendrite block with its inputs, outputs and other input parameters that need to be defined. It is the user-interface block as illustrated in Fig. 7(a). The input parameters that the user can specify are given in Fig. 7(b).
2) Matlab(.m) build script: Builds the spice netlist for the block.
The user is asked to specify the number of stages, inputs, which are the biasing voltages required for the dendritic line and the

Fig. 7. (a) Dendrite Simulink Block. This is a fully connected block with five inputs, which are the biasing voltages required for the dendritic line and the output port which denotes the voltage at every tap. (b) Block parameter window for the Dendrite Simulink Block. The window asks users to specify input parameters needed for the block. The user is asked to specify the number of stages, the type of FET used (PFET/FG-PFET), if the output should be buffered or not, and the biasing voltages required for the circuit.

3) Description file(.desc): Defines list of parameters needed by the parser.

4) Simulink(.m) behavior file: Simulates dendrites in Simulink using the mathematical model based on the device physics of the silicon devices.

Behavioral Modeling: The Simulink block simulates the behavioural characteristics of the dendrite structure. This provides the user an insight to the working of the dendritic circuit when implemented using the FPAA. The MOSFET parameters used are based on the MOSFETS present on the FPAA. It is characterized by coupled Ordinary Differential Equations (ODE) and solved using the ODE solver ode-45. The model has been tested for both static as well as time-varying inputs and has given reasonable results. We present below a detailed analysis of the mathematical model used, based on the device physics of silicon.

Consider a dendritic line as given in Fig. 3, with $n$ number of nodes. Current is injected only at the first node and the axial and leakage conductances are the same throughout. Applying KCL at node 1, the injected current and the bias current are the sum of the axial and the leakage currents. The leakage current comprises of the current through the leakage capacitor and the leakage transistor. Applying KCL at node 2; the current through the first axial conductance equals the current through the second axial conductance, the leakage conductance, and the leakage capacitance.

Taking into account the boundary conditions, we can write a general expression for the node voltage in a vector form as,

$$ \frac{dV}{dt} = \frac{1}{C}(a_1 \cdot I_{inj} + k_1(e^{a_{11}V_s}/U_T - e^{a_{12}V_s}/U_T) + k_2(e^{a_{21}V_s}/U_T - e^{a_{22}V_s}/U_T))$$

where,

$$V = \begin{bmatrix} V_1 & V_2 & V_3 & \cdots & V_n \end{bmatrix},$$

$a_{11}, a_{12}, a_{21}, a_{22}$, and $a_{15}$ are constant matrices whose size is dependent on the number of stages of the dendrite, $C$ is the leakage capacitance and $k_1$ and $k_2$ are variables that are dependant on the axial and leakage conductances. In our experiments, $V_{A_{in}}$ and $V_{leak}$ are the same for all nodes, so $k_1$ and $k_2$ are the same for all nodes. Writing the equations in vector form is useful as it reduces the time required for Matlab computation. We define all the constants in the equations based on the MOSFETS used on the FPAA ($\kappa, I_0, C$) along with the input parameters as defined for the block ($V_{LH}, V_{A_{in}}, I_{leak}$).

**Results:** We simulated a 10-stage dendrite using the Simulink Dendrite block. The nodes are biased at 1.02 V and a current is injected into the first node. The parameters used for the axial and leakage transistors are $\kappa = 0.8461$ and $I_0 = 0.05$ mA. For the bias transistors, $\kappa = 0.72$ and $I_0 = 0.45$ mA. The capacitance was 70 pF, and the injected current was 5 pA. These simulation settings differ from our steady-state experiment in three ways. The input current is different from experiment, the node capacitance is higher than in experiment, and $I_0$ differs from the experimental $I_0$ by one or two orders of magnitude. We believe the higher capacitance was needed in order to allow the simulation to reach its steady-state results more quickly. Once the above parameters have been changed for best agreement, the average error between the normalized data and the simulation is 16.8%. The results are shown in Fig. 8.

**VII. NONLINEAR BEHAVIOR OF DENDRITES**

Most of this paper has concerned the behavior of the dendritic circuit operated in its linear regime. When the input current becomes large, however, the qualitative behavior of the circuit changes, and nonlinear effects begin to take hold. Typically, a difference between drain and source of about $4U_T$, or 100 mV, is typically considered the nonlinear regime of the dendrite. In order to get a qualitative understanding of the nonlinear effects, we will analyze one “section” of dendrite, shown in Fig. 9(a).

**A. Math Modeling**

Applying KCL and the current equations for a capacitor and a saturated transistor,

$$ \frac{dV_s}{dt} = \frac{I_{inj}}{C} - \frac{I_{bias}}{C} e^{V_s/U_T},$$

Fig. 8. Comparing Simulation results to data obtained using the FPAA. After modifying the $I_0$ parameter, injected current, and node capacitance, the two normalized curves have similar qualitative behavior.
We can use (14) to plot a phase portrait. The basic shape is a negative exponential with a vertical offset, shown in Fig. 9(b). This portrait gives us quantitative and qualitative information about our circuit’s voltage response to an input current. First, it gives us the voltage where we expect $V_s$ to settle:

$$V_s = U_T \ln \frac{I_m}{I_{bias}},$$

(15)

Second, the picture tells us that we will get small time constants for large values of $I_m$. Note from (14) that the vertical offset of this plot is determined by the value of $I_m$. As $I_m$ increases, the plot is shifted up, and the rate at which $V_s$ changes for a given value of $V_s$ will be increased, thus decreasing the time constant. It is also important to point out that the slope of the actual phase portrait is much steeper than what we drew in Fig. 9(b). This means that a shift up in the plot won’t affect the steady-state value of $V_s$ as much as it will affect the time constant.

**B. Demonstration of Impact on Dendrite Circuit Behavior**

If we apply a large enough input current such that the membrane voltage changes by more than 100 mV, we can measure the effects of nonlinear input currents on the dendrite.

Our first experiment was to see how the steady-state voltage decays, as shown in Fig. 10(a). The result is that the voltage decays linearly with space. This is a desirable effect, since it is essentially a compression operation. Recall that, for small inputs, the steady-state voltage decayed exponentially. If this trend were to continue for large inputs, the dynamic range of available voltages would be severely limited. However, for a large input, the FETs are no longer operating as resistors; they are in saturation, so we merely require linear changes in voltage to achieve exponential changes in current. Therefore the dendrite is using nonlinearity to increase its dynamic range.

Our second experiment is to see how the shape of the step response changes with an increase in input current. We can rewrite (16) in the current domain. Defining $I_1 \equiv I_{bias}e^{V_s/U_T}$, we can differentiate with respect to time to get $I_2 = I_1/U_T V_s$. Substituting into (14),

$$I_{in} = \frac{C U_T}{I_1} \frac{\partial I_1}{\partial t} + I_1,$$

$$\frac{\partial I_1}{\partial t} = \frac{I_1}{C U_T} (I_{in} - I_1),$$

(16)

When (16) is solved, it behaves like a tanh function, so we expect the shape of our dendrite’s step response to be sigmoidal for large current steps. Our results in Fig. 10 bear this out.

**VIII. IMPLEMENTING DENDRITES IN LARGE RECONFIGURABLE SYSTEMS**

**A. Difficulties of Floating-Gate Diffusors**

Modeling floating-gate dendritic circuits is more complicated than with regular FETs because the capacitive coupling from the source and drain to the floating-gate is more pronounced than with regular pFETs. In order to design a floating-gate dendrite, characterizing these coupling ratios is necessary. We need to know coupling ratios because floating-gate transistors are programmed with their terminal voltages at one potential in “program mode” and then undergo a change in “run mode,” when the circuit is operating. An example of a floating-gate diffusor not behaving as expected is shown in Fig. 11(a).

The simplest way to characterize the capacitive coupling is to perform sweeps of each terminal and extract an “effective $\kappa$” for that terminal. Then if we have a desired membrane potential, we know the floating-gate voltage will be affected. Once we know that floating-gate voltage, we can attempt to program the bias transistor to match the current it is drawing.

A second nonideality is due to the FPAA’s “indirect programming” scheme. Methods to characterize these effects are discussed in detail in [20].

**B. Benefits of Floating-Gate Diffusors**

The most exciting aspect of dendritic circuits is that they can be made in an extremely compact manner. As we stated above, the switch matrix of the RASP 2.8a FPAA is made up of floating-gate switches. So there is potential to make huge arrays of dendrites using the switch matrix. Fig. 11(b) is an example of how such a diffusor might be made. Partitioning of the switch matrix allows for a large number of dendrites to be created.

We can estimate how large these dendrites can be based on the FPAA routing structure. Each CAB has an associated floating-gate switch matrix. The equivalent number of useful columns per CAB is 14. For CAB types 1 and 2, the number of available
seen as a good thing. In fact, the inability to precisely model the dendrite caused by floating-gate transistor mismatch could be imprecise. So the disadvantages listed above are not necessary detriments. Some amount of variability from dendrite-to-dendrite caused by floating-gate transistor mismatch could be seen as a good thing. In fact, the inability to precisely model the behavior could be an asset, for it requires designers to get an intuitive feel for what parameters work well for a given system.

IX. CONCLUSION

We have seen mathematical modeling and behaviors that connect, for small inputs, to Rall’s modeling for passive dendritic structures. For large inputs, we see deviations from Rall’s model that we hypothesize could be useful properties. We experimentally demonstrated these results on an FPAA to create a voltage-mode CMOS dendrite.

This research builds a foundation to utilize these dendritic structures as computational primitives. Simple dendritic computations have been proposed for a long time, such as coincidence detection and boolean operations [2], [3]. Previously, we gave an early proposal that dendrites could be used to aid HMM-like classification [6]. We hope to leverage these units for useful classification and discrimination systems. Further, the inclusion of active channels, such as NMDA synapses and Na or Ca channels, enables dendrites to respond more strongly to a sequence of input events, which should have a powerful effect on understanding the computation of dendritic structures [21], [22].
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