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Abstract—We present a field-programmable analog array de-
signed for accurate low-power mixed-signal computation. This
25-mm? 350 nm-CMOS reconfigurable analog IC incorporates
digital enhancements to increase compatibility in embedded
mixed-signal systems. The chip contains 78 computational analog
blocks (CABs) which house a variety of processing elements. There
are 36 general CABs with hundreds of common analog primitives
for computation, 18 digital-to-analog converter (DAC) CABs, each
with 8-b compilable DAC capabilities, and 24 vector-matrix mul-
tiplier CABs, for low-power parallel processing. A floating-gate
routing matrix connects these analog elements to one another, both
within individual CABs and between CABs. To facilitate digital
interfacing and dynamic reconfigurability, we included a novel
network of volatile switches based on digital shift and select reg-
isters that control analog switches. These dynamically controlled
switches span all of the rows and columns of the internal routing,
allowing for run-time system modification and scanning 1/0. The
digital registers can also double as on-chip memory. We introduce
a new hybrid floating-gate switch matrix, which includes switches
that eliminate previously observed mismatch issues to provide
highly precise computation. To highlight the potential of this
digitally enhanced analog processor, we demonstrate a dynami-
cally reconfigurable image transformer, an arbitrary waveform
generator, and a mixed-signal FIR filter.

Index Terms—Analog signal processing, field-programmable
analog array (FPAA), rapid analog prototyping, vector-matrix
multiplier (VMM).

I. ANALOG RECONFIGURABILITY

S monolithic integration of analog and digital circuitry
pervades the market, integrated circuit designers are faced
with the increasingly difficult task of verifying complex mixed-
signal systems. The most common approach for this task is to
simulate the analog subsystem, fabricate and test the mixed-
signal system, and then repeat [1]. We propose that a faster and
more efficient approach is to prototype mixed-signal systems
using reconfigurable analog hardware, similar to the common
strategy of using FPGAs to prototype digital systems.
In addition to simple prototyping, reconfigurable analog sys-
tems are extremely powerful for embedded computing applica-
tions, acting as coprocessors. Analog signal processing (ASP)
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Fig. 1. Architecture and layout of the RASP 2.9v FPAA. (a) The system-level
diagram shows the analog core and surrounding digital control and interfacing.
The analog processor communicates directly with the microcontroller via an
SPI interface. A complete software tool chain is available for analog synthesis
in Simulink and connects to the hardware platform with USB. (b) The RASP
2.9v IC was fabricated in 350-nm CMOS and consumes 25 mm? of area.

systems can easily utilize subthreshold transistor operation to
perform ultra low-power computation, especially in parallel
computing systems [2].

We present the RASP 2.9v (Fig. 1), which is the next
generation of field-programmable analog array (FPAA).
FPAAs are an ideal platform for analog computing, signal pro-
cessing, and prototyping. The RASP 2.9v includes over 76 000
programmable analog parameters and a varied toolbox of
components (e.g., OTAs, FETs, caps, multipliers, and T-gates)
to synthesize almost any analog system (complete parameters
are in Table I). The RASP 2.9v, unlike previous FPAAs [3],
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TABLE I
RASP 2.9v SUMMARY OF PARAMETERS
Process | 350nm CMOS
Vpop | 24V
Die Size | Smm X 5mm
Number of CABs | 18 DAC, 36 Regular,
24 VMM
Programmable > 76,000
parameters
Number of | 4728: 6 x 400-bit (vertical),

Volatile Switches 14 x 156-bit (horizontal),

6 x 24-bit (DAC)

Chip I/O | 79 Analog, 20 Dynamic output lines
18 compilable DAC
Regular 132 OTA, 168 FgOTA, 36 T-gate,

CAB Elements 72 nFET, 72 pFET, 36 OTA buffer,
144 500fF Cap

Volatile Switch: 719ns

FG Switch: 31 £2ms

Analog Indirect FG: 38 £10ms

Analog Direct FG: 36 £8ms

Programming
Speed

includes a novel volatile switching architecture. This switching
architecture allows digital control and dynamic reconfigura-
bility that are important in embedded systems, especially if it
is working in conjunction with a digital system. Debugging
prototyped systems is quite easy with this architecture, because
the registered switches can be used to multiplex internal circuit
nodes out to measurement equipment.

While other FPAAs, such as the analog math co-processor in
[4], have substantial digital interfacing capabilities, they tend to
have far more limited application space. The co-processor is de-
signed for ODE computation, while the hexagonal FPAA in [5]
is designed to operate as a single high-dimension Gm-C filter.
The higher density and greater variety of components on the
RASP 2.9v permit it to reach a much wider application space.

The embedded digital control structures combine with the
high-density analog arrays to produce the first dynamically re-
configurable FPAA. The digital enhancements were carefully
designed to maximize their usefulness as control and storage
devices, while minimizing their footprint on the overall chip.
This architecture extends the high computational density of pre-
vious RASP, while the digital enhancements enable higher chip
utilization, effectively increasing the size of realizable systems.
The digital control also provides the ability to compile banks of
on-chip data converters which increases the device’s usefulness
in embedded systems.

Another novel advancement of this chip is the hybrid switch
matrix, which is comprised of both directly and indirectly
programmed switches. The previous generation of FPAAs
utilized an indirect programming scheme, which achieves very
low switch resistances. However, the precision of these indirect
switches has been plagued by mismatch issues inherent to the
indirect scheme. To remedy this problem, we have added direct
switch elements to the switch matrix, which do not have the
same mismatch issues as indirect devices. Our introduction
of the hybrid switch matrix eliminates the burden of charac-
terizing and storing the offset of each switch for every chip.
These new features—dynamic control, on-chip DACs, and
high-precision switches—uniquely position this chip as the
only platform reported that is capable of large-scale embedded
digitally enhanced analog processing.
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The FPA A hardware platform is also supported by a complete
suite of software synthesis tools that allow the user to design
systems in Mathworks Simulink and compile that design onto
the FPAA [6].

The remainder of this paper proceeds as follows. Section II
describes the processing elements of the system and Section II1
describes the routing architecture. Section IV elaborates on
the software tools developed for working with the RASP 2.9
hardware as well as methods for using these tools to automate
system testing and calibration. Section V provides results from
several example systems that are newly realizable with this
platform. These example systems include a dynamically recon-
figurable image transformer, an arbitrary waveform generator,
and a mixed-signal FIR filter. Section VI contains concluding
remarks.

II. PROCESSING ELEMENTS

Fig. 1(a) illustrates the FPAA system-level architecture, with
the analog processor at its core. This processor contains thou-
sands of analog components that can be configured and routed to
implement many analog signal processing systems. The RASP
2.9v features a novel volatile switching scheme that allows the
user to scan thousands of outputs, assert a signal onto any in-
ternal node via 20 dedicated I/O pins, and store and retrieve dig-
ital values.

The analog processing core is composed of analog primitives
which are arranged in computational analog blocks (CABs). The
various CABs are shown in Fig. 2. The IC contains 78 CABs:
36 for general purpose analog computation, 18 designed for
compiling current-mode digital-to-analog converters (DACs),
and 24 optimized for performing vector-matrix multiplication
(VMM) operations.

A. General Analog CAB

To accommodate the widest possible application space, the
largest chip real estate was given to the general processing CAB.
Each general CAB contains four operational transconductance
amplifiers (OTAs), four FETs (50/50 split of n/p-type), one
transmission-gate switch (T-gate), and four 500-fF capacitors.

Of the four OTAs, three are fully port accessible and one is
connected in unity-gain feedback. Two of the port-accessible
OTAs have floating-gate input stages with a capacitive divider
attenuation of 1:9, which increases the linear input range by
a factor of 9 (see Fig. 3). The floating-gate inputs can be
programmed to compensate for—or introduce—a fixed offset.
The floating gates are programmed by modifying the charge
on the gate with hot electron injection and Fowler—Nordheim
tunneling. On-chip circuitry can measure the floating gate’s
state and apply the necessary terminal voltages to modify the
charge to the desired level.

The OTAs all utilize a wide-linear-range nine-transistor
topology with pFET inputs. A floating-gate pFET transistor
sets the tail current of the OTAs, programmable from 100 pA
to 10 A, We can accurately set the transconductance of each
OTA, which is proportional to the bias current. Control over
the transconductance of the device is useful for programming
systems such as analog filters or voltage-controlled current
sources. The power consumed by each OTA is calculated as
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Fig. 2. Structure of the CABs. (a) The general CAB consists of common analog elements: OTAs, MOSFETs, capacitors, and transmission-gates. (b) The DAC
CAB contains an 8-b register which toggles a bank of switches, allowing for multiple DAC topologies to be compiled. (c) The VMM CAB contains both regular
and floating-gate-input OTAs, which are commonly used as the front-end to the VMM: the fgOTA for V/I conversion, and the OTA for the active feedback of the

sense transistor.

Mg
Fig. 3. Both the regular and FG-input OTAs use a nine-transistor structure.
The bias current is set with a FG pFET and can be programmed from 100 nA
to 30 j+A. The FG-input has an attenuation factor of 1:9 on the input stage for

wider input liner range (with lower gain). The FG input elements can also be
programmed to remove any input offset.

21,5 VDD, where the factor of two is a result of the Ij;.s
flowing in both branches.

The OTA can also be used as an amplifier with voltage gain.
The voltage gain is independent of bias current, so we will
choose current values only large enough to drive the amplifier’s
load. For power analysis of systems with voltage-gain OTAs and
high impedance loads, we will choose Iy,i,5 of 100 nA, which
results in 480 nW of static power.

B. DAC CAB

One improvement of the RASP 2.9v over previous FPAAs is
the incorporation of dedicated current DAC sections. The DAC
CAB is composed of digitally controlled switches connecting

to the switch matrix, allowing users to compile binary-weighted
current-mode DACs.

Each DAC CAB contains one 8-b register, with three CABs
down a column connected in series. Thus, the DAC section
could also be configured as six 24-b registers. These registers
can be configured either to take the serial-data input from the
off-chip source or from the switch matrix. The same configu-
ration setting will determine if the output goes off chip or into
the switch matrix. This capability allows the digital registers to
double as storage for system data.

C. VMM CAB

VMM is an extremely efficient operation when performed in
the analog domain [7], [8]. Because this computation is such
a “killer app” for modern analog computation, we took special
consideration to facilitate their large-scale design in the RASP
2.9v.

Each of the 24 VMM CABs contains four pairs of OTAs.
In each pair, one OTA is for the current-scaling active current
mirror, and the other is a floating-gate input OTA for V—I or
I-V conversion. Between each pair of devices is a short ver-
tical line to allow repeated connections to the same column ad-
dress, drastically increasing routing efficiency. These particular
floor plan choices increase the dimension of synthesizable ma-
trix multipliers, while all of the OTAs can still be used for any
purpose, resulting in no loss of flexibility.

III. ROUTING AND ANALOG SWITCHES

The RASP 2.9v FPAA is arranged in 13 rows and six
columns of CABs. To interconnect the CAB elements to each
other, we have incorporated a full crossbar switch matrix (SM).
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Fig. 4. CABs are arranged in six columns with 13 rows. There are 36 reg-
ular CABs, 24 VMM CABs, and 18 DAC CABs. The routing is a full crossbar
switch matrix with floating-gate switches intersecting each row and column.
This topology allows for great functional density, as each floating gate stores
its own memory and acts as either a switch or an analog computation device.
The volatile switches are controlled by digital shift registers that span all of the
columns (156 b each) and rows (400 b each).

Nonvolatile switches are located at the intersection of each row
and column line.

A. Routing

Fig. 4 shows the routing architecture. The crossbar matrix
contains a mixture of global, local, and power routing. Each sec-
tion of SM is composed of three global power lines, 11 vertical
global lines, and 14 vertical local lines. The global lines span all
of the CAB rows, where the local lines can be connected to each
top or bottom neighbor with the bridge switch. The locals can
be reconfigured into global lines, at the cost of higher parasitic
resistance and capacitance. This combination of two line types
allows for greater versatility.

Analysis from a similar (but smaller) FPAA structure ex-
tracted a parasitic capacitance of 1.6 pF for global vertical lines,
1.5 pF for global horizontal lines, and 220 fF for vertical local
lines [3]. While the local lines have approximately the same
length in the RASP 2.9v, the global vertical and global hori-
zontal lines are 63% and 50% longer, respectively. We can use
these to extrapolate respective capacitances of 2.6 and 2.3 pF.
Good estimates of these capacitances allow designers to take
routing into account when designing circuits.

The power lines support a chip-wide global Vpp, Gnd, and
Viet- The inclusion of a global V.. is novel to this chip and
was the direct result of previous FPAA design experience. Many
analog signal processing systems use a common midrail voltage
that feeds multiple elements. Including a global V,.¢ drastically
reduces routing complexity. The V. line is pinned out where
is can be driven off-chip to any voltage, or it can be left open at
the pin and driven by an on-chip source.
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B. Nonvolatile Switches

The crossbar SM is composed of programmable floating-gate
(FG) transistor switched, of which there is a total of 76 000.
Each element can be programmed using hot electron injection
or Fowler-Nordheim tunneling. The FGs double as recon-
figurable switches and nonvolatile memory that store their
own conductance. Since the FGs are analog, they can be pro-
grammed to intermediate states, allowing their use for dense
analog computation.

For general routing situations, we use the indirect switch
programming scheme shown in Fig. 5(a). This structure al-
lows us to measure the programmed current in the indirect
device (M2)—which shares a gate with the in-circuit device
(M1)—while removing selection circuitry (M3) from the signal
path, minimizing parasitic resistances. However, the cost of
this indirect system is the inherent mismatch between the
device that is measured (M2) and the device that is used in the
circuit (M1). This effect is not a problem for fully programmed
switches, but can cause a loss in precision when the FGs
are used for computation. This issue can be compensated by
characterizing and storing the offset coefficients of each device.

In addition to the indirect switch, we have added direct
switches—shown in Fig. 5(b)—to create a novel hybrid switch
matrix. This programming method uses one FG as both the
programmed device and the in-circuit device, so the mismatch
between the program-time and run-time devices for a particular
SM address has been eliminated [see Fig. 5(d)]. This method
is an important improvement to the analog processor which
relies heavily on the use of FG switch elements for precise
computation. The direct device frees us from the cumbersome
task of having to map all of the coefficients of the chip. To keep
the same form factor of the switch cell, a single pFET (M5)
is inserted above the fgFET (M4) for programming isolation.
Because the pFET has low conductance at low voltages, the
direct scheme makes a poor all-purpose switch. A comparison
of the two switches’ ON resistance is shown in Fig. 5(e).

An on-chip programmer, based on the design in [9], is
used to program all of the nonvolatile switches and other pro-
grammable elements. For the direct-programmed switch, the
routing column measures drain current in program mode. This
approach means that all of the switches down a column must
be of the same type: direct or indirect. The global verticals are
therefore subdivided into three indirect lines and eight direct
lines, and the local verticals are subdivided into six indirect
and eight direct. The switches are skewed towards the direct
configuration because it is very valuable for precise current
sources and multiplier weights.

C. Volatile Switches

The incorporation of volatile switches on the RASP 2.9v
marks a vast improvement in digital interfacing compared to
earlier FPAAs. The volatile switches are composed of shift
registers that control the selection of T-gate switches, referred
to here as registered switches. The T-gates can connect routing
lines to a common I/O bus. We have inserted registered switches
across every CAB row and down every CAB column, for a
total of 20 registers. This new tool allows us to probe any given
circuit node in run mode.
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Fig. 5. Routing structure contains two variations of FG switches: indirect and direct. (a) Indirect-programmed FG switch provides a very good pass element since
there are no MUXSs in the signal path. (b) Direct-programmed FG switch was included for improved precision. However, it is not an optimal all-purpose switch
because selection circuitry had to be added to the signal path for programming isolation. (c) Volatile switches can be leveraged to dynamically select which FG
switch to read from in a measurement test. (d) Comparison of the two types of FG switches shows that the direct switch has a much lower first-pass programming
error. (e) Each switch shows an on resistance of about 10 k€2, however, the direct switch’s resistance rises sharply at low voltages because of the pFET in the signal

path.

The registers are loaded serially with the SDI line (serial data
in), can be read on a common SDO line (serial data out), and
clocked with a dedicated SCLK (serial clock). This SPI protocol
lets the FPA A interface with most modern microcontrollers. The
shift registers are buffered with a data latch that loads on a global
chip select (CS). This data buffer allows us to shift configura-
tions while maintaining the previous switch control. Communi-
cation with each register is multiplexed using a 5-b address. All
of the registers are on a global clear.

Some of the registers (the ones in the DAC CAB) can be con-
figured to take SDI signals from on-chip sources, as illustrated
in Fig. 6. The timing diagram in the figure shows that when the
select line is disabled, the register is filled from the default ex-
ternal source (likely the microcontroller). When the select line
is enabled, the register is connected to a line in the SM so that it
can be loaded with on-chip data. This option is useful when we
want to store a digital pulse train that is generated on-chip, for
instance when synthesizing a sigma-delta converter.

The registered switches come at the cost of pin count and non-
volatile switch density. The whole structure requires 29 dedi-
cated pins (four SPI, five address, 20 1/0O), reducing the general
analog I/O to 79 pins (based on our 200 pin QFP). This cost is
acceptable because the 20 register I/O greatly expand the effec-
tive I/O to serially reach every circuit net when operated as a

scanner multiplexer. The other cost is in density; each bit of the
register consumes the area of eight FG switches. This approach
reduces the available analog routing lines, as well as eight local
horizontal outputs per CAB. The great improvement in overall
routing versatility by the run-mode volatile switches makes this
an acceptable cost as well.

The unit capacitance of the register is simulated to be 50 fF.
There are many gates in the flip-flop, so a lumped unit capaci-
tance is extracted from the dynamic power of 3 W simulated
for one bit at 10 MHz. We use this lumped unit capacitance value
to calculate the dynamic power of the registers in systems with
the equation P = Ny Conit Vip f -

IV. PROGRAMMING METHODS

A. Programming Tools

The RASP 2.9 analog signal processor can be fully pro-
grammed and tested with the Mathworks MATLAB environment.
Furthermore, the general CABs are supported by a Mathworks
Simulink design framework. The user begins by creating a
block level diagram of the desired circuit in Simulink, using a
library of linear and nonlinear elements [see Fig. 7(a)]. Each
block has both a signal processing function in Simulink and
a corresponding SPICE subcircuit definition. After testing the
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Fig. 6. Serial data for the registers can be loaded from either an off-chip source or the on-chip switch matrix. (a) Test setup for loading the register highlights the
switch that selects between on- and off-chip sources. The top graph shows a timing diagram with trains of zeros and ones coming from each the input sources.
The schematic diagram on the bottom shows each register bit controlling an equally-weighted current source for easy read out. (b) Output measurement shows

identical current readings from both the on- and off-chip register data.

block diagram in Simulink, the MATLAB program “sim2spice”
compiles the block diagram into a SPICE netlist of RASP 2.9
components [10]. The SPICE netlist can be viewed indepen-
dently for debugging or immediately compiled into a switchlist
via GRASPER, a C-based place-and-route tool [11]. The
switchlist represents bias currents for included CAB elements,
analog switch elements, and the digital routing between the
programmed elements and the I0s. Compiling the netlist and
the switchlist is typically accomplished with a single MATLAB
operation.

To aid in debugging, there also exists the FPAA Routing &
Analysis Tool (RAT) [6], a GUI that illustrates the topology of
the programmed switches and CAB elements. Once a switch-
list has been generated, MATLAB can program the circuit on the
RASP via an AT91sam7s Microcontroller. Individual switches
can be programmed to within 9.5 b of accuracy in less than
50 ms, using methods similar to [9].

Temperature and noise effects are important to any analog
designer, however we are presenting a platform for countless
system implementations. Each system will have its own non-
idealities, of which we cannot provide a global specification.
We have, however, provided an analysis on the line capacitance
of the routing fabric, which will be useful when calculating the
SNR of a given system. Our future work involves using the
routing information to accurately model individual signal pro-
cessing blocks. By incorporating these second-order effects into
the Simulink-level blocks, the design engineer will have a better
understanding of the overall system behavior.

B. Testing

The registered switches on the RASP 2.9v are designed to
rapidly expedite testing. The current DACs, shift registers,
and off-chip DACs allow the user to insert a desired current
or voltage to any circuit node, and to probe every other node.
Fig. 7(b) shows the algorithm for testing a circuit programmed
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Fig. 7. Tools for creating and testing a circuit on the RASP 2.9. (a) A Simulink
implementation of a VMM in the general CABs for linear transformation, with
current and voltage converters. Each block represents an ideal function (used in
Simulink simulations) and a circuit netlist. (b) Algorithm for testing a hardware
circuit designed in Simulink. Each hardware block’s output is compared to the
ideal expected from the Simulink function and recalibrated accordingly. After
every node is tested, the device is reprogrammed and retested until every device
meets the desired tolerance.

on the FPAA. The shift registers allow us to test each block in-
dividually and to quickly debug and calibrate any programmed
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Fig. 8. On-chip reconfigurable DAC. (a) Schematic and (b) FPAA implementation of the FG current-source DAC. (c) Measured results from a compiled 8-b
current DAC shows an LSB of 0.98 nA. (d) INL and (e) DNL plots from the 8-b current DAC.

device on the chip. MATLAB scripts can automatically perform
calibration by comparing outputs with desired results, modi-
fying the switchlist, and reprogramming the circuit for another
test cycle.

V. RESULTS AND APPLICATIONS

The RASP 2.9v adds capabilities for on-chip data conversion
and digital enhancement, while maintaining the functionality of
the earlier RASP 2.8 chips, which have been used to implement
Gm-C filters, AM receiver, and speech processors [3].

Here, we report on the performance of four systems that high-
light key improvements of the chip: the current-mode DACs, a
large-scale image processor, an arbitrary waveform generator,
and an analog architecture for bitwise arithmetic. Each of these
example systems would have been difficult or impossible to
compile on previous FPAA platforms. We validate the chip by
demonstrating the versatility of systems that can be compiled,
whereas we achieve comparable performance to systems that
were fabricated in custom silicon.

A. Programmable DAC Core

One important use of the chip’s digital infrastructure is to
compile current-mode DACs onto the chip. This new capability
allows users to easily apply inputs to current-mode circuits,
using the chip’s SPI protocol. In each column of CABs, SPI con-
trols three 8-b DAC CABs connected serially. Taking advantage
of the FPAA’s reconfigurable nature, we provide the resources to
compile DACs rather than include fixed DACs. This flexibility

allows us to try various topologies, alter the least significant bit,
or use that area for something else if DACs are not needed.

The RASP 2.9v architecture makes it easy to implement bi-
nary-weighted current DACs. Fig. 8 shows the schematic and
FPAA implementation of a DAC based on individual current
sources. The current source implementation has the benefit of
ease and flexibility of design; even a nonstandard mapping can
be programmed. Another potential topology is a FG-based dif-
fuser tree. The diffuser tree implementation has a more con-
strained design, but the use of small conductance ratios dramat-
ically reduces temperature dependence.

Fig. 8(c) shows the response of an 8-b FG current source DAC
with LSB of 0.98 nA. Currently, the setting time of the DAC
is limited by the SPI clock speed of the microcontroller. The
system is clocked at 1.39 Mbit/s. This architecture is most effi-
cient when all three DACs in a column are being utilized. Three
DACs in a column can be clocked in 17.3 us, yielding an ef-
fective SPI setting time of 5.77 pus/sample. For the 8-b DAC
at 1.39 Mb/s, we calculate the dynamic power consumption to
be 3.2 /1W from denamic = Nbitscunit VSDfa where Cunih is
the unit capacitance of the register. The static power is calcu-
lated as 614 nW, which is P, .tic (2Nbits LSB) Vpp. Our total
power at 173 kS/s is thus 3.8 W. The maximum INL and DNL
are measured to be 2.13 and 1.16 LSB, respectively [shown in
Fig. 8(d) and (e)].

The closest DAC architecture comparison from the literature
is the FG current-mode DAC in [12]. This DAC is based on
binary weighted FG current sources where the FGs are pro-
grammed to an LSB of 50 nA. This DAC reported 7-b accu-
racy with 0.5LSB linearity error, but no power or speed num-
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TABLE 11

SYSTEM PERFORMANCE SUMMARY

This DAC DAC in [13]
Resolution 8 bits 8 bits
INL 2.13 LSB 1.09 LSB
DNL 1.16 LSB 0.80 LSB
LSB 0.980nA 3.75uA
Conversion Rate 173kS/s (SPI speed) | SMS/s
Power 3.8uW 850uW
Number of channels 18 1
This AWG AWG in [15]
Wave 100nA DC 300nA DC
100nA 100nA
Clock 1.92MHz 250kHz
Elements 40 64
Power 2.7uW not reported
THD | -25.5dB @ 310kHz | not reported
-29.5dB @ 17.5kHz | not reported
This FIR Filter FIR Filter in [16]
Size 24 bit 16 tap
Sample speed 40 kHz 50 kHz
Power 12uW l6mW
Filters LPF LPF, BPF, comb

bers. The next closest topology is the FG DAC presented in
[13]. We cite this DAC in Table II for a more thorough com-
parison because it is very similar to our own, and the DAC in
[12] did not include many specifications. This architecture also
uses floating-gate current sources, but it is slightly different in
that it uses multiple gates to couple onto the floating node rather
than programming it with precise charge. The 8-b DAC in [13]
was fabricated in 1.2-m custom silicon and reports INL and
DNL of 1.09 and 0.8 LSB, respectively. They used an LSB of
3.75 p1A and achieved 5 MS/s at 850 +W.

B. VMM Applications

Fig. 9(a) illustrates the implementation of a current-mode
VMM based on the design in [14]. The VMM is a modified
current mirror, which uses the weights of directly programmed
switch elements to multiply the input currents and sums the
output currents via Kirchhoff’s Current Law (KCL). Negative
multiplications can be implemented with a differential configu-
ration. Using a constant bias current for inputs allows for con-
sistent speed and power. The VMM blocks in the RASP 2.9v
were created to efficiently place and route this architecture, uti-
lizing a large proportion of the routing fabric for computational
purposes, as shown in Fig. 9(b).

Fig. 9(c) illustrates the performance of scalar multiplication
using the directly programmable devices compared to using the
indirect devices. The advantage of the direct FG is clearly shown
with one programming pass. The direct FG VMM shows accu-
rate four-quadrant multiplication of 4.5 b, whereas the indirect
FG system shows significant gain error as well as large offset
error. These errors are traditionally compensated for with mul-
tiple programming passes using an adaptive process. However,
such an adaptive programming step is not always practical or
even possible. By restricting the range around a bias current and
calibrating each multiplication, the accuracy of the direct VMM
can be increased to 6 b.

One application of the VMM circuit in the RASP 2.9v is as
a low-power front-end image processor. Since CMOS imagers
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produce currents as outputs, current mode VMMs are a nat-
ural way of performing linear operations such as edge detection,
smoothing, whitening, and discrete cosine transforms.

Fig. 9(d) illustrates an image transform system implemented
in the RASP 2.9v. We scan in the image and perform a separable
transform with two passes: the first is a convolution with the
S1 vector, and the second is a convolution with S2. Data from
the two transforms are shown on the right side of the figure:
a 3 x 3 Sobel edge detector and a 9 x 9 smoothing filter. This
system makes use of the on-chip DAC because the test image is
being generated by a PC rather than a current-mode imager. This
topology highlights a design feature of the compilable DACs in
that they can be configured in serial; we only need to shift in one
new sample and let the other samples shift to the next DAC.

C. Arbitrary Waveform Generator

The RASP 2.9v is particularly well suited for arbitrary wave-
form generation (AWG). Fig. 10 illustrates the architecture of an
AWG programmed on the FPAA, as well as several waveforms
that were generated. The AWG makes optimal use of the switch
fabric, as every transistor acts as a memory element, holding
the value of the current it will pass to the output channel. As
the shift register scans the rows sequentially, the stored currents
of the elements in that row flow down to the appropriate chan-
nels. We calibrated the scan bits to the number of devices in
the signal, so that the first row of devices switched on just as the
last row switched off. We were able to control the waveform fre-
quency by changing the scan speed. This structure allows mul-
tiple columns to be selected by the row register at the bottom,
to select among many stored waveforms. Additionally, since the
waveforms are in current mode, the register can be set to select
more then one column at a time, resulting in a waveform that is
the sum of the two source waveforms.

We used a wide range amplifier in transimpedance configu-
ration as a /-to-V' converter in order to generate easily read-
able voltage outputs, shown in the lower portion of Fig. 10(a).
We controlled the amplitude and offset of the output waveform
with the amplifier bias and reference voltage respectively. This
topology is also beneficial in that it fixes the output voltage of
the current sources to the reference voltage. Although direct
switches are used on the input-current side of the /-to-V, the
output voltage signal must be routed on the indirect-switch lines,
so that the output swing is not limited by the high resistance of
the direct switches.

The time response [Fig. 10(b)] and frequency response
[Fig. 10(c)] are shown for two waveform speeds. As with the
on-chip DAC, the clock speed is limited by the SPI line from the
microcontroller. Each wave is programmed with 40 elements,
with one clocked at 17.5 kHz and the other at 310 kHz. These
clock speeds result in waveforms that are 437 Hz (17.5 kHz/40)
and 7.7 kHz (310 kHz/40). The number of elements in a
waveform can be expanded up to the full length of the vertical
register: 400 b. This AWG structure is similar to that reported
in [15], with our system being compiled in the reconfigurable
hardware and the other being fabricated in custom 0.5-pm
silicon. Ours achieves similar speeds, with the previous design
reporting maximum clock of 250 kHz, where we have run
the SPI clock up to 1.92 MHz. At this maximum speed, we
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on-chip DAC components providing the signals to the VMM.

calculate the dynamic power dissipation to be 1.11 £W. The
system operates with a single bit shifting down the registers,
so we only need to add up the two bits that are changing. The
static power is from a combination of the signal DC current and
the I/V stage. The dc current is 100 nA, and the I/V includes
two OTAs: the voltage amplifier operating with 100 nA and the
feedback Gm stage has a bias of 200 nA to sink the maximum
signal current. The static power is 1.6 W, which results in a
total power of 2.7 uW.

D. Mixed-Signal FIR Filter

The ability of the RASP 2.9v to shift through control bits
opens opportunities for bit-wise arithmetic. A distributed arith-
metic FIR filter is a common and powerful bit-wise operation.
An FIR filter has certain advantages over traditional analog
filter—such as linear phase—which motivates its inclusion in
our analog toolbox.

The RASP 2.9v is particularly well-suited for a current-mode
implementation of this operation. The multiplication of bits
by weights is implemented by current sources that can be left
open or connected to the output, where the addition is achieved
simply by KCL.

With our shift register controlling the bitwise activation of the
current sources, the full system can be implemented in multiple
ways. A classical architecture for a mixed-signal distributed
arithmetic FIR filter is presented in [16] and involves a straight-
forward mapping of the digital blocks to the analog domain.

Fig. 11 shows a novel architecture for the mixed-signal FIR
filter. The filter will maintain its linear phase, while having an
analog input and output signal. The input stage is a integrate-
and-fire sigma-delta converter [17]. The output of this stage is a
digital pulse train, shown in Fig. 11(b). The spike rate is linear
with input voltage, and can easily be modified by the size of the
capacitor when compiled, as shown in Fig. 11(c).

The spike train is sampled by the register and filtered by the
weighted current sources. The pulsewidth of the sigma-delta
converter can be tuned with V},;,5 to ensure that it matches the
sampling rate of the register. Any filter coefficients can be pro-
grammed into the current sources, where a differential conven-
tion can be used to implement four-quadrant coefficients. Ini-
tial results from the low-pass filter are shown in Fig. 11(d). The
output current is accurately reconstructing a filtered version of
the input signal. The dynamic power consumption for the 24-bit
register is calculated to be 7 ©W at 1 MHz. The static power is
a combination of the current sources and the four OTAs. The
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current sources are each biased at 10 nA, of which we average
that half (12) are ON. The two OTAs in the I/V stage are biased
at 100 nA for the voltage amplifier and 300 nA for the feed-
back Gm stage to handle the maximum signal current. The V/I
OTA and comparator are biased at 500 and 100 nA, respectively.
The static power is 5 W, which results in a total power of 12
#W. This architecture was invented to take advantage of the

RASP 2.9v elements; therefore, the comparisons to other sys-
tems must be made based on function rather than exact architec-
ture. Our system falls under the category of floating-gate-based
mixed-signal FIR filters. We use [16] in Table II as the closest
functional comparison, whereas [18] would also fall into this
category of filter.
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VI. CONCLUSION

The RASP 2.9v is designed for mixed-signal computation,
with compilable DACs for signal conversion, VMMs for ef-
ficient linear operations, generic analog CABs for many non-
linear operations, and digital registers for digital storage and dy-
namic reconfigurability. We have demonstrated a current-mode
DAC, a VMM, an embedded image processor, an AWGs, and a
bit-wise FIR filter. These are key building blocks allowing im-
plementation of high impact systems like analog/software-de-
fined radio [19] and low-power FFT processors [20], [21]. A
summary of key parameters is provided in Table I, with a sum-
mary of system performance in Table II. We continue to refine
our automation tools to improve our programming and testing
speeds.
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