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SUMMARY

Digital Signal Processors (DSPs) have been an important component of all signal

processing systems for over two decades now. Some of the obvious advantages of

digital signal processing are the flexibility to make specific changes in the processing

functions through hardware or software programming, faster processing speeds of the

DSPs, cheaper storage, and retrieval of digital information and lower sensitivity to

electrical noise.

The explosive growth of wireless and signal processing applications has resulted

in an increasing demand for such systems with low cost, low power consumption, and

small form factors. With high–level of integration to single–chip systems, power

consumption becomes a very important concern to be addressed. Intermediate–

Frequency (IF) band signal processing requires the use of an array of DSPs, operating

in parallel, to meet the speed requirements [1]. This is a power intensive approach and

makes use of certain communication schemes impractical in applications where power

budget is limited. The front–end ADC and back–end DAC converters required in

these systems become expensive when the signal is of wideband nature and a greater

resolution is required.

We present techniques to use floating–gate devices to implement signal processing

systems in the analog domain in a power efficient and cost effective manner. Use

of floating–gate devices mitigates key limitations in analog signal processing such

as the lack of flexibility to specific changes in processing functions and the lack of

programmability. This will impact the way a variety of signal processing systems

are designed currently. It also enables array signal processing to be done in an area

efficient manner. As will be shown through sample applications, this methodology

promises to replace expensive wideband ADC and DAC converters with relatively

easy to implement baseband data converters and an array of power intensive high

xiii



speed DSPs with baseband DSPs. This approach is especially beneficial for portable

systems where a lot of applications are running from a single battery.
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CHAPTER 1

OVERVIEW

1.1 DSP versus ASP

Currently, almost all signal processing techniques convert the incoming analog sig-

nal to digital domain after some basic analog blocks such as LNA, mixer and filter.

Thereafter, the computation/processing on the signal is done using DSPs. The pop-

ularity of this scheme is due to the limitations of analog signal processing (ASP) such

as [2]

� Accuracy limitations due to tolerances.

� Limited repeatability of response.

� Lack of flexibility to specific changes in processing functions.

� Sensitivity to electrical noise.

In contrast, digital signal processing was able to overcome all these limitations but

had disadvantages of its own. Using DSPs is not always the power efficient way

to build systems. In today’s world, where the trend is to have portable solutions

with good graphics, data and audio quality while maximizing the battery life, a DSP

microprocessor using watts of power may not be the ideal solution. This problem

becomes even more critical in cases of array signal processing, where an array of

DSPs are required. This may be hard to implement in a power efficient way with a

high level of integration.

1.2 Cooperative Analog/Digital Signal Processing (CADSP)

With recent focus on integrating large high–performance, low–cost systems, neither

analog signal processing nor digital signal processing can exist by itself. While the

1
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Figure 1. Gene’s law showing computation versus power consumption.: Gene’s law
showing the power consumption for performing computation using DSPs as the tech-
nology improves with years. The plot also shows the power consumed when a pro-
grammable analog system is used to perform similar kind of computation. It is clearly
evident that using analog systems where possible along with digital helps in reducing
the power consumption by orders of magnitude. [3]

real world interface is purely analog, most of the modern communication systems

are digital in nature. Among the limitations discussed above, lack of flexibility or

programmability after fabrication is the major limitation that keeps analog systems

from being used for a variety of signal processing systems. Typically, analog circuits

are only limited to front–end processing. However, designing programmable analog

systems opens up a whole new way of designing signal processing systems. These

analog VLSI systems can be compact and give comparable performance while being

extremely low power at the same time. Figure 1 shows the plot popularly known

as Gene’s Law showing the power consumed for performing computation [3]. The

plot also shows the power consumed when a programmable analog system is used to

perform similar kind of computation. It is clearly evident that using analog systems

where possible along with digital helps in reducing the power consumption by orders

of magnitude.

2
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Figure 2. Cooperative analog/digital signal processing (CADSP) approach.: Traditional
approach involve converting the incoming analog signal to digital as soon as possible
and then perform all the computation digitally. An alternate approach is to perform
some of the computation using analog signal processing and then convert them into
digital. This is called the CADSP approach. This approach leads to simpler, easy
to design A/D converters and reduces the computation complexity of DSPs. CADSP
approach leads to a more power–efficient design. The exact boundary between analog
and digital depends upon the particular application.

We define Cooperative Analog/Digital Signal Processing (CADSP) approach as

processing signals as much as possible in the analog domain before converting them

into digital in order to design low–power systems. This approach enables architectures

or implementations where both programmable ASP systems and DSP systems are

used together to perform signal processing for real–world signals. Figure 2 shows

a simple block diagram of how CADSP approach can be implemented in current

systems. The goal is to enhance the total performance of the system by utilizing both

analog and digital together in a mutually beneficial way. This can only be achieved by

maintaining a balance between the two approaches for optimal performance without

over-doing something. The right partition, as shown in Fig. 2, between the analog

and digital signal processing blocks is a problem that has to be solved on a case by

case basis.

3



1.3 Motivation for presented research

Using DSPs to perform IF-band or all the baseband processing can be extremely

power consuming and impractical especially for portable applications [1]. Thus, this

approach limits the use of certain communication schemes and makes them imprac-

tical due to their power requirements. Also, the front–end ADC and back–end DAC

converters required in these systems become expensive when the signal is of wideband

nature and a greater resolution is required.

In this thesis, we investigate how to design programmable analog systems to per-

form signal processing that would be usually done using DSPs. We present design of

analog signal processing systems using floating–gate devices designed to operate at

the desired frequency in a power efficient way. This will enable the audio band sig-

nal processing techniques, using floating–gate devices, to become useful at IF band.

We attempt to answer questions regarding performance such as speed and signal-to-

noise ratio (SNR) of floating–gate devices that will enable them to become a part of

the main stream analog circuit design. The programmability feature of floating–gate

devices can be exploited in many ways: tuning of circuits after fabrication to get de-

sired responses (in programmable filters, multipliers), removal of offsets (in differential

pairs), providing bias currents ( also tunable to get desired performance) and improve-

ment in linearity due to capacitive attenuation, if desired [4, 5, 6, 7, 8, 9, 10, 11]. The

floating–gate array architecture also enables to perform computation in a parallel

fashion further improving speed of the system. This also enables array signal pro-

cessing with compact and power–efficient architectures.

The thesis is organized into eight chapters. In Chapter 2, we briefly review

floating–gate device and compare them with standard MOS device for performance

such as frequency response and SNR. We will also discuss the algorithm that is used

to program the floating–gate devices accurately in an array. We conclude the chapter

with a discussion on power–efficient design and how to maximize bandwidth for a

4



given power. In Chapter 3, we propose a fully programmable floating–gate analog

vector–matrix multiplier that can be used for a variety of signal processing applica-

tions. We discuss the governing design equations for the core multiplier cell along with

measured experimental results. Chapter 4 presents the architecture and implementa-

tion for a programmable analog modulator/demodulator (PAMD) using floating–gate

devices. We present the various blocks along with the measured results from a test

chip showing the potential applications. PAMD can be used for any communication

system requiring arbitrary waveform generation. In Chapter 5, we discuss the design

of traditional programmable OTA-C based continuous time filters that are needed for

signal processing applications. We describe the design of programmable Operational

Transconductance Amplifiers (OTAs) along with their measured results. Chapter 6

presents a compact and power efficient programmable bandpass filter section based

on the current–conveyor structure. We also present the results from a 10th-order filter

composed of the programmable second–order sections that can be programmed to any

filter transfer function such as Butterworth, Chebyshev. In Chapter 7, we present the

design of highly–linear current–mode log–domain filter sections using floating–gate

devices that can be used in anywhere up till few MHz. We conclude the thesis in

Chapter 8 with the impact of the presented work along with some future directions.

5



CHAPTER 2

FLOATING–GATE OVERVIEW AND ANALYSIS

As briefly mentioned earlier, one of the major limitations of analog signal process-

ing (ASP) systems was lack of flexibility or ease of programmability as compared to

digital signal processors (DSPs). In this thesis, we use our floating–gate (FG) MOS

devices to overcome this limitation of ASP systems. We will be using FG devices

for designing programmable analog systems for a variety of signal processing applica-

tions. In this chapter, we will discuss the schematic and layout of a typical FG device

along with the basic DC transfer equations. We will also discuss how to perform

accurate programming of an array of these elements. We will also compare the per-

formance such as frequency response and signal–to–noise ratio (SNR) of a standard

MOS transistor with our FG transistor.

2.1 Floating–Gate Device

Figure 3 shows the layout, cross–section and circuit symbol for a floating–gate pFET.

A floating–gate is a MOS gate surrounded by silicon–dioxide with no DC path to

ground and hence, the name floating–gate. Charge on the floating–gate is stored

permanently, providing a long–term memory, because it is completely surrounded

by a high–quality insulator. This device is very similar to the one used in digital

EEPROM memories. Floating–gate devices can be used as circuit elements for a

variety of analog circuit applications [6, 7, 8, 9, 10, 11].

From the layout in Fig. 3, we see that the floating–gate is the gate of a MOSFET

with no contacts to other layers. This gate can be capacitively coupled to other

layers. The floating–gate voltage, determined by the charge stored on the floating

gate, can modulate a channel between a source and drain, and therefore, can be

used in computation. Floating–gate circuits provide IC designers with a practical,

6
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Figure 3. Layout, cross section and circuit diagram of the floating-gate pFET in a
standard double–poly, n-well MOSIS process: The cross section corresponds to the
horizontal line slicing through the layout view.The pFET transistor is the standard
pFET transistor in the n-well process. The gate input capacitively couples to the
floating–gate by either a poly–poly capacitor, a diffused linear capacitor, or a MOS
capacitor, as seen in the circuit diagram (not explicitly shown in the other two figures).
Between Vtun and the floating–gate is our symbol for a tunneling junction, a capacitor
with an added arrow designating the charge flow.

capacitor–based technology since capacitors, rather than resistors, are a natural result

of a MOS process. Floating–gate devices can compute a wide range of static and

dynamic translinear functions by the particular choice of capacitive couplings into

floating–gate devices [12, 13, 14, 15]. The charge on a floating–gate device can be

modified using any of the following methods:

� UV photo injection: The charge on the floating–gate can be modified by

using short–wave ultra violet (UV) light. Exposing silicon dioxide to UV light

will impart enough energy to some carriers to overcome the oxide barrier. This

method has been extensively used in the case of memory elements and can be

used for normalizing arrays when there is huge disparity in the charge. This

method although seemingly simple has drawbacks such as, lengthy programming

time and difficulty in selectively programming elements in an array.
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voltage of each column and row. Selection of gate and drain voltages are controlled by
on-chip multiplexor circuitry. (b) Block diagram of our custom programming board
for automatic programming of large floating-gate arrays.

� Fowler–Nordheim Electron Tunneling: Tunneling is used to remove elec-

trons from the floating–gate poly-silicon [16]. The tunneling junction is repre-

sented as a capacitor that couples the tunneling voltage terminal voltage to the

floating–gate, as shown in Fig. 3. The arrow on the capacitor denotes the charge

flow. Increasing the voltage across the n-well MOSCAP increases the effective

electric voltage across the gate oxide, thereby increasing the probability of an

electron escaping through the barrier. The voltage required for tunneling de-

pends almost entirely on the oxide thickness. Since tunneling is an exponential

of both field and the silicon–dioxide thickness, most of the current flows through

where the oxide is thin. These spots are called ”hot–spots”. These currents can

be really high and can lead to breaking of the lattice leaving open traps for

free carriers. The amount of tunneling for floating–gate devices is based on the
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voltage across the tunneling capacitor. In a 0.5µm process, a typical voltage of

about 15V is required to get substantial tunneling.

� Hot–Electron Injection: Unlike tunneling, hot–electron injection is used to

add electrons to the floating–gate node. Hot–electron injection is based on

impact ionization. To have injection, two conditions must be met, a high current

flowing through the transistor and a high gate to drain electric field. The

impact ionization due to high energy holes travelling into the drain create excess

electrons at the drain edge. These electrons travel back into the channel region

and if their kinetic energy exceeds the silicon dioxide barrier, they can move

across the oxide to the floating–gate poly–silicon. The impact ionization current

is proportional to the pFET current and is the exponential function of the drain-

to-channel potential (φdc). The rate of injection is decided by the drain-to-source

voltage Vds and the pulse width used.

The physical effects of hot–electron injection and electron tunneling become more

pronounced as the line widths of existing processes are scaled down further[18], im-

proving our floating–gate circuits. We use Fowler–Nordheim tunneling for a global

erase in our floating–gate arrays and hot–electron injection for accurate program-

ming of each element in the array.. The sub-threshold drain current of a floating-gate

transistor in saturation, is given by,

Id = Ioexp(
−κVfg + Vs

UT

)exp(− Vd

VA

) (1)

where κ = C
CT

is the fractional change in the pFET’s surface potential due to a ∆Vfg

change in the floating-gate voltage, UT is the thermal voltage expressed as KT/q, VA

is the early voltage, Vfg is the floating-gate voltage given by Vfg = C
CT
× Vg + Vcharge,

Vcharge is the charge stored on the floating-gate and CT is the total gate capacitance.

For a floating gate transistor operating in the above threshold regime, a change in

the floating gate charge can be viewed as a change in the threshold voltage of the
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Figure 5. Characterization Curves for Vds calibration. [17]: (a) Plot showing variation of
injected currents for different initial currents as a function of different Vds. (b) Sample
plot showing change in current for different Vds for initial current of 20nA. This plot is
obtained from plot (a).

transistor. The drain current of a transistor in saturation is given by,

Id =
κK

2
(Vsfg − Vth + Vcharge)

2 (2)

where Vsfg is Vs- Vfg, K is given by µpCox
W
L

and Vth is the threshold voltage of MOS

device. The capacitor C should be chosen such that κ is as close to unity as possi-

ble. The value of κ determines the transconductance and gain of the transistor. For

typical designs, C is chosen to be three times the gate capacitance Cgate to have κ
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currents. The average number of pulses required to hit a target current is 10-15 pulses.

of approximately 0.75. To enable use of large floating–gate arrays for building ana-

log signal processing applications, accurately programming of these device elements

individually become an important task. Programming large arrays of floating–gate

elements requires systematic and automated methods. We use our adaptive program-

ming algorithm to accurately program an array of these elements.

2.2 Floating–Gate Programming

One of the critical aspects in the design of a programmable analog system is the pro-

gramming accuracy. There have been various implementations where floating–gates

have been used. Floating-gates used in [19] employed a programming scheme similar

to that used for EEPROMs based on electron tunneling [19]. This method requires a

special oxide and at least a dual gate implementation adding extra fabrication steps.

It also requires an extra switch per element to select the cell to be programmed,

along with decoders, thereby increasing area per cell [19]. Also, this scheme uses

small pulses of constant drain-to-source voltages (Vds) that limits the programming
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accuracy to that obtained by a single pulse. The total program time increases with

precision because of the logarithmic behavior of electron tunneling mechanism.

The programming scheme adopted for our floating–gate devices is based on both

hot-electron injection and electron tunneling. Our method does not require any spe-

cial oxide or extra gates to program floating-gates thereby enabling easy integration

in a standard CMOS process. Figure 4 (a) shows that it is possible to isolate in-

dividual devices in a large matrix using peripheral control circuitry. We designed a

custom programming board to program large floating-gate arrays. The board, shown

in Fig. 4 (b), allows for flexible floating-gate array programming over a wide range

of IC processes. The board interfaces with an FPGA that is controlled using a com-

puter through an ethernet connection. The whole setup enables one to perform fast

and accurate programming of floating–gate devices [20]. We will now discuss the

programming algorithm along with error measurement for programming waveforms.
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2.2.1 Programming Algorithm and Calibration

Our adaptive programming method enables us to perform accurate and fast program-

ming [17]. The programming algorithm is a two step process. Floating–gate arrays are

calibrated and coefficients for the particular chip are extracted using curve–fit. These

coefficients are stored and are then used for accurate programming of the complete

FG array. The algorithm computes the Vds steps depending on the device current

and the target current. This value is adjusted automatically as the device current

approaches the target current. We will now describe our programming procedure [17].

2.2.1.1 Calibration Procedure

The calibration procedure to compute injection rate for different values of Vds goes

as follows:

1. Choose an element and pick a Vds pulse voltage. The gate voltage is set such

that the element has about 0.5nA of injection when pulsed with the chosen Vds.

Choose a value of tpulse. This value will be a constant for entire programming

algorithm.

2. Ramp up the whole array. While ramping up, all the voltages including drain,

source, gate and tunnel are increased in small steps together. This is done to

avoid having a large difference between any two nodes at any time.

3. Inject the element once by pulsing using chosen Vds and constant tpulse. Store

the current value after the injection.

4. Ramp down the chip.

5. Repeat steps 1 to 4 for the same Vds until the measured current exceed a thresh-

old set for the calibration.

6. Repeat steps 1 to 5 for different values of Vdss.
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The change in current after each step is plotted versus the current before the pulse

for different Vds. This is shown in Fig. 5(a). A second–order curve fit is done to

get better estimate for both sub–threshold and above–threshold current levels. The

variation of log(δI) with Vds has been plotted in Fig. 5(b). This was obtained using

Fig. 5(a) and can be modelled as linear function.

2.2.1.2 Programming Procedure

The programming procedure to hit a target current is as follows:

1. Select the element to be injected. Connect the drain lines and gate lines of

every other element to Vdd.

2. Measure the initial current. Use the initial current and the target current to

compute the optimal Vds required using the calibration data. Figure 5(b) is used

to compute log(δI) versus Vds for different value of initial current. An optimal

Vds can be computed from this (as shown in Fig 6) to achieve the target current.

3. If the computed Vds is more than the ramped Vdd (6.5V), then the value of Vdd

is used for Vds.

4. Ramp up the chip and pulse using the computed Vds. Only the selected element

has the conditions necessary for injection.

5. Ramp down the chip. Measure the drain current. This value now becomes the

new initial current.

6. Repeat steps 2 to 5 until the measured current equals the desired current.

The algorithm predicts the required Vds for each element at each stage of injection.

Typical number of steps required to hit a target are on an average 10-15 pulses are

on Fig. 6. Fig. 7(a) shows sine-wave coefficients programmed on 128 floating–gate

elements of a single row. The percentage error between the programmed value and
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Figure 8. Small-signal model for computing the intrinsic transition frequency: (a) Cir-
cuit schematic and small-signal model to compute ft of a MOS device. (b) Circuit
schematic and small-signal model to compute ft of a floating–gate device.

the target current is shown in Fig. 7(b). A worst case deviation of 0.2% is obtained

with our programming scheme.

2.3 Floating–Gate Analysis

As can be seen from the previous section, floating–gate seems to be a promising tech-

nology for a wide variety of applications. However, there are still a few questions that

need to be answered to help that process. How fast do floating–gate devices operate?

Is the speed of floating–gate circuits comparable to the corresponding non-floating–

gate circuits? What happens to the performance of circuits (like noise, linearity or dy-

namic range, SNR) when floating–gate devices are used? Theoretical analysis, as will

be shown, suggests that there should not be much difference. If at all, floating-gate

circuits give the added advantage of removing extra overheads that may be needed

in traditional circuits for tunability, linearity improvements and offset removal.
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Figure 9. Circuit schematic for computing unity-gain frequency: (a) Circuit schematic
of a MOS device driving another similar device used to compute the unity-gain fre-
quency. (b) Circuit schematic of a floating–gate MOS device driving another similar
device used to compute the unity-gain frequency.

2.3.1 Transition frequency of floating–gate devices

More often than not, the speed of analog circuits is defined by the cutoff frequency

or the unity-gain frequency of the particular circuit, calculated from the small-signal

model. This performance metric can be related to something called the intrinsic

transition frequency of a MOS or BJT device. The intrinsic transition frequency or

the intrinsic cutoff frequency, denoted as fT , of a device is defined as the value of the

frequency at which the short-circuit current gain of the device drops to unity. Simple

analysis of the small-signal model of a MOS device, shown in Fig. 8 (a), shows that

fT =
gm

2π (Cgs + Cgd + Cgb)
(3)

where gm is the above-threshold or sub-threshold transconductance of the transistor,

Cgs, Cgd, Cgb are intrinsic gate-source, gate-drain and gate-bulk capacitances of MOS

device [21]. The fT of a floating–gate device, shown in Fig 8 (b), can be defined using

similar definition and is obtained to be

fT =
κgm

2π (Cgs + Cgd + Cgb)
(4)
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where κ is defined as C
C+Cgate

and C, Cgate are input capacitance and total gate

capacitance of the floating–gate device, respectively.

Equation 3 and 4 for fT for a nominal MOS device and a floating–gate device

show that the two are indeed different. The fT of the floating–gate device is a factor

of κ less than that of a normal MOS device. Although this parameter is right to

express the performance of a stand alone device, it’s not essentially a right measure

when these devices are used in a circuit.

Figure 9 shows two devices, nominal MOS and floating–gate, driving similar loads

as would be the case in a practical circuit. Using the small-signal circuit equivalents

for the two circuits shown in Fig. 9, the unity-gain frequency, fo of the two circuits is

found to be the same as

fo =
gm

2π (Cgs + Cgd + Cgb)
(5)

Thus, the performance of the two devices is identical as long as they drive similar

loads. In the case where the load is not same as the device driving it, cutoff frequency

of the floating–gate device is a factor of κ less than that of a nominal MOS device.

2.3.2 Signal–to–Noise ratio of floating–gate devices

Another important performance parameter when designing signal processing systems

is signal–to–noise ratio (SNR). The input signal swing for a floating–gate MOS device

can be obtained as,

(Vpp)FG =
1

κ
(Vpp)MOS (6)

The equivalent noise of a MOS transistor can be expressed as a voltage–source in series

with the gate when the effect of the input impedance can be neglected. Considering

the effect of thermal noise and flicker noise for fairly long channel devices, the noise

source is given as,

v2
n = [4KT

2

3gm

δf +
KfIDδf

fCoxL2gm
2
] (7)
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To obtain the equivalent noise for a floating–gate, reflect the noise of a nominal MOS

device back to the input of the floating–gate. The resulting noise source would be

given as,

v2
n =

1

κ2
[4KT

2

3gm

δf +
KfIDδf

fCoxL2gm
2
] (8)

This leads to the simple relation between the noise power of a nominal MOS device

and a floating–gate MOS device as,

(NoisePower)FG =
1

κ2
(NoisePower)MOS (9)

Using 6 and 9, the SNR can be computed to be

(SNR)FG = (SNR)MOS (10)

Hence, for comparable device sizes the SNR of a floating–gate device is similar to the

SNR of a nominal MOS device. This leads to the conclusion that performance of the

FG device is comparable to that of a MOS device for designing analog systems. The

FG devices can be used in a number of applications due to the flexibility they provide

in changing their characteristics after fabrication.

2.4 Floating–Gate Applications

The programmability feature of floating–gate devices can be exploited in many ways:

tuning of circuits after fabrication to get desired responses (in programmable filters,

multipliers), removal of offsets (in differential pairs), providing bias currents ( also

tunable to get desired performance) and improve linearity due to capacitive attenua-

tion, if desired. Floating-gate devices help in taking care of some of the fundamental

limitations like matching, offsets, bias generation, which can be really challenging in

array processing, after the circuits have been fabricated [4, 5, 22, 7, 8, 9, 10, 23].

In a MOS transistor, there are two dominant sources of error i.e. device dimension

mismatch and threshold mismatch that causes mismatch between the two transistors.
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The device mismatch is due to any random variation is the device edges that can

cause the effective (W/L) to be different. The threshold voltage (Vth) mismatch is

due to the variation in the doping profile in the channel region causing the Vths to

be different. These two effects can be statistically modelled and can be reduced

by increasing the area [24]. However, increasing area leads to other trade-offs such

as parasitic capacitances. There have been a lot of techniques presented to remove

these offsets after fabrication. Most of them lead to storing the input–referred offset

voltage due to these effects on a capacitor and then subtract it out in the normal

operation. These techniques, although effective, require extra circuitry or switches

and require the process to be repeated to refresh the charge on the capacitors. In

case of floating–gate devices, any offset due to mismatches can be easily removed by

changing the charge Vcharge of the floating–gate [5]. This technique does not involve

measuring the absolute offset voltage making it easier to correct. Procedure for

correcting mismatch between two devices consists of programming the two devices to

have same drain currents for identical node voltages. This leads to similar I-V curves

for the two devices and hence, removes the offset. We will be using this property of

FG devices in our circuits to correct for any offsets.

2.5 Power Efficient Design

The term ”Low Power” can be misleading when doing analog design for a range of

frequencies. Power consumption is a varying specification depending on the perfor-

mance of the circuit. Milli-watts of power consumption can be a lot for an audio–

band application while the same number can be low power for RF application such

as CDMA transceiver circuits. Any circuit or system is low power or power–efficient

system as long as it gives maximum performance (such as bandwidth or speed) for

certain amount of power consumption. In this chapter, we will discuss the design of

power–efficient systems for maximum bandwidth.
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variation of gm/I versus bias current, I. It can be clearly seen from the plot that sub–
threshold operation gives the most gm, and hence the most bandwidth, for a particular
bias current.

2.5.1 Maximum Frequency of Operation

Traditionally, the design of MOS IC’s has always been done in the above-threshold re-

gion. With the increasing trend towards scaling down technologies, resulting in lower

power supply voltages, designing in above–threshold region becomes non–trivial. The

same circuits, however, can be designed with ease in sub–threshold region as less

headroom is required in sub–threshold to keep devices in the saturation region of

operation. In addition, the sub–threshold current-voltage relationship suggests that

sub–threshold operation gives the maximum transconductance, gm, for a particular

bias current, as gm is proportional to bias current, I. Thus to obtain most bandwidth

for the amount of power consumed, circuits should be designed with transistors op-

erating in sub–threshold (see Fig. 10).

As shown in 5, to get higher cutoff frequency, fo, for the circuits, the transcon-

ductance and, hence, the current required to attain that fo should be increased. But,

to ensure sub–threshold operation, transistor size, (W
L

), has to increase also. This

in turn increases the inherent parasitic gate capacitance of the transistor and, thus,
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unchanged even if current and hence, (W/L) of the device is increased for sub-threshold
operation. This is true if the load being driven is similar to the device driving it.

keeping fo of the device same. Figure 11 illustrates this effect when driving similar

loads. Thus, as long as the dominant capacitance in the circuit is the transistor ca-

pacitance, there will not be any gain in increasing the bias current and the size of the

transistor. The sub–threshold transconductance, gm and the total gate capacitance,

Cgate, of the transistor are given as

gm =
κId

UT

, Cgate ≈ CoxWL (11)

where Id is the drain current through the FG transistor; Cox is the oxide capacitance

per unit area; W,L are width and length of the transistor. Using the equation for

drain current for a transistor operating in saturation , the current at threshold, Ith,

is given by

Ith ≈ I
′
th

W

L
, I

′
th ≈ µoCox

U2
T

κ
(12)

where I
′
th is a constant depending on the process technology. This gives the peak

unity-gain frequency,fo,max, in sub–threshold using 5 as,

fo,max ≈ κI
′
th

CoxUtL2
≈ µoUT

L2
(13)

As seen, fo,max is independent of the transistor width, W , and threshold current, Ith.

This value can be obtained when the transistor is operating in sub–threshold region.
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This value has striking similarity to it’s digital counterpart. The only way to increase

this value is by going to smaller technologies i.e. decreasing L, which is similar to

improve performance in digital circuits.

2.5.2 Regions of Operation

It is clear from the previous section that the maximum operating frequency is fixed for

a particular technology. The region of operating where the devices in the circuit are

biased has to be decided based on the design specifications such as area, power and

frequency response. In the event that the dominant capacitance is an external capac-

itance, which is considerably larger than the parasitic capacitance, operating circuits

in sub–threshold can be extremely beneficial. Also, operating in sub–threshold works

great for low frequency designs, 1kHz to 1MHz. In addition, the transconductance

values are higher even in moderate inversion as compared to strong inversion due to

the fact that the current-voltage relationship is different than the widely assumed

square-law. To summarize, the best way to do power efficient design for particular

speeds is:

� Sub–threshold operation for low frequencies (close to peak cutoff for sub–threshold)

and cases where the external capacitance is the dominant one.

� Moderate inversion operation for mid-range frequencies, 1MHz - 100MHz.

� Above–threshold operation for high frequencies, close to peak cutoff of the tran-

sistor for above-threshold.

To better understand this, consider a ring oscillator. The dominant capacitance

in the ring oscillator is the parasitic capacitance as each inverter is driving the next

inverter. This implies that the design with minimum W and L will result in the

fastest frequency as minimum parasitics. Increasing W of the transistors may give

faster driving capacity but it also increases the load proportionately, thus keeping the
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operating frequency the same. This shows that increasing the size of the transistor

does not always result in a faster design. This becomes really important in array

processing where real estate is a big consideration.

Looking at the first option mentioned above, the circuits operating at frequencies

between (1KHz - 1MHz) can be easily designed in sub–threshold with close to min-

imum dimensions, which in turn means minimum parasitics. The reason for this is

that the current at threshold is large enough for these devices to encompass the en-

tire frequency range. Thus applications like audio-band processing can be done in the

most power-efficient way. This is not usually the practice so far as there hasn’t been

any need but it becomes extremely important for low–power portable systems. For

IF–band applications, designing the transistor to operate in sub–threshold or close

to threshold will give the optimum performance in terms of speed for the amount of

power consumed.

2.6 Summary

We presented our programmable device element in this chapter. FG device can be

used to store charge like an analog memory and can also be used as a signal processing

element to design programmable analog systems. As we discussed in this chapter, the

performance of FG device when used in signal paths in circuits is comparable to a

nominal MOS transistor. We also described our adaptive programming algorithm

that can be used to program the FG devices accurately in an array.

We briefly discussed how to design power–efficient systems. As presented, the

only real way to increase the maximum operating frequency is by going to smaller

technologies. Thus, burning extra power may not always be the best solution to

get higher speed performance. This enables the audio- and IF-band systems to be

designed in sub–threshold or close to threshold and have the optimal performance.

We will now use the concepts presented in this Chapter to design programmable
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analog systems to perform signal processing while consuming the optimum power for

the desired bandwidth.
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CHAPTER 3

VECTOR-MATRIX MULTIPLIER

One of the fundamental operations used in a variety of signal processing applica-

tions such as FIR filtering [25], convolution or correlation operations and performing

transforms, such as Discrete–Cosine Transform (DCT), is that of vector–matrix mul-

tiplication. Current digital realizations of this operation are both area and power

intensive for a reasonably sized array, thus making it impractical for large VLSI

systems [26]. An analog implementation of such a fundamental operation can help

to investigate the feasibility of our hypothesis of power efficient systems for audio,

video and IF band signal processing applications. The computation can be done in

parallel and faster in analog since the weights stored at each multiplier site saves

the fetch time [19, 27]. There have been a number of analog voltage-mode analog

implementations for vector–matrix multiplication operation [28, 29]. Previous imple-

mentations have used some modification of EEPROM cells [28] or some variation of

multiple-input floating-gates for analog storage [29]. The programming schemes used

in these implementations were slow and inaccurate. We present a current-mode ana-

log implementation of vector–matrix multiplier using our floating–gate devices and

discuss the initial measured results along with the performance. We use our adaptive

programming technique that allows for fast and accurate programming [20].

In the next section, we briefly give an overview of previous analog implementations

for vector–matrix multipliers. In section 3.2, we present our core multiplier cell.

We discuss the basic operation along with the design equations and performance

parameters. We present the complete implementation of vector–matrix multiplier

(VMM) architecture in section 3.3. Section 3.4 also presents measured results showing

the multiplier operation and the measured performance. In section 3.5, we present

performance of the designed VMM when used in applications such as Discrete-Cosine
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Figure 12. Block diagram of a vector-matrix multiplier.: Schematic of a vector–matrix
multiplier that is suitable for an analog implementation, where the input vector, Xi,
and output vector, Yj can be voltages or currents.

Transform (DCT). Section 3.6 summarizes the operation and performance of the

designed VMM along with possible applications where this implementation can be

used with little modification.

3.1 Overview of Vector-Matrix Multipliers

The basic vector-matrix multiplication operation is defined as sum of products, namely

Yj = ΣiWjiXi (14)

with Xi is a input vector, Wji is a matrix of stored weights and Yj is the output

vector. Figure 12 shows the schematic of a vector–matrix multiplier that is suitable

for an analog implementation, where the values Xi, Wji and Yj can be voltages or

currents. The input vector values Xi are multiplied along each column by the stored

weight Wji and the results are summed along each horizontal row. The output vector

26



Yj are available in parallel in each row. The analog weight matrix values Wji are

stored at each multiplier site such that all the multipliers in the array can process in

parallel without the necessity to fetch the weight from an external memory.

3.1.0.1 Weight Storage

There have been various proposed implementations for the analog multiplication op-

eration in voltage-mode. In the schematic shown in Figure 12, each multiplier cell

require a weight storage mechanism and a multiplication operation. One possible way

for having analog storage for the weight values can be achieved using capacitors [30],

but these weight values will need to be refreshed after short time. This refreshing

operation needed for capacitors use an additional digital memory along with the need

to generate analog voltage for the capacitors. For a nonvolatile weight storage, analog

electrically erasable and programmable read–only memory (EEPROM) devices can be

used that do not need refreshing. Any analog weight value can be stored by program-

ming the threshold voltages of these devices. Previous implementations using some

modification of EEPROM cells [28] or some variation of multiple-input floating-gates

for analog storage [29] required two gates and two capacitors per cell and in some

cases failed to exploit the full benefit of these cells especially accurate programming.

In the implementations where these cells were programmed, the schemes used were

slow and inaccurate.

3.1.0.2 Multiplier Operation

The multiplier operation for an analog implementation can be obtained using various

methods. Size and precision of each of these cells will affect the performance of

the vector-matrix multiplier system. A simple analog multiplier circuit that uses

MOS transistors in triode [31], is shown in Fig. 13(a) using floating–gate devices.

Let us assume that the threshold voltages of M1 and M2 are Vtho + Wji and Vtho,

respectively. The input vector Xi is applied to the drains and the multiplication is

carried out by operating the transistors in triode region. The drain currents for the
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Figure 13. Multiplier cells for voltage–mode VMM implementations.:(a) A MOSFET
triode multiplier with floating–gate devices for nonvolatile weight storage. (b) Voltage-
mode multiplier cell with MOSFETs operating in saturation. Floating–gate devices are
used for nonvolatile weight storage.

two transistors can be approximated as

I1 = µCox
W

L
[(Vgate − Vtho −Wji)Xi − X2

i

2
] (15)

I2 = µCox
W

L
[(Vgate − Vtho)Xi − X2

i

2
] (16)

The product can be obtained by subtracting the two currents as

I2 − I1 = µCox
W

L
(WjiXi) (17)

The disadvantage of the triode multiplier is that any variation of the source of M1

and M2 would affect the drain-source voltage and thus influence the multiplication

result. Another realization of multiplication can be implemented using MOS transis-

tors operating in saturation based on ’quarter-square algebraic identity’ that can be

written as

Y = [(X + W )2 − (X −W )2] = 4XW (18)

This implementation needs to first add and subtract input signal X and W . The

realization of such a multiplier is presented in [32]. Although transistors are oper-

ating in saturation, it requires too many transistors (at least 12 transistors) and is
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thus not suitable for array implementation. [32]. Similar to Fig. 13(a), we can use

MOS transistors in saturation by applying the input signal Xi to the gate of the two

transistors as shown in Fig. 13(b). The drain currents are given by

I1 = µCox
W

L
(Xi − (Vtho + Wji)

2) (19)

I2 = µCox
W

L
(Xi − (Vtho −Wji)

2) (20)

The product can be obtained by subtracting the two currents as

I2 − I1 = 4µCox
W

L
(Xi − Vtho)Wji (21)

Implementation using this multiplier cell and dual-input floating-gate MOS that re-

quires two capacitors per cell was shown in [19]. This implementation, although

compact, has offsets in the final results that have to be corrected off-chip and does

not provide a fully–differential operation. One of the major limitation in all the previ-

ous voltage-mode implementations is that the maximum linearity available is limited

up to power supply rails. A voltage–mode implementation of analog multiplier using

floating–gate devices was developed in our group [6]. All of these implementations

operated at slow speeds and had high power consumption, which can be a limiting

factor in some of the portable high-speed applications like video processing.

3.2 Core Programmable Multiplier Cell

We designed a current–mode implementation of the vector matrix multiplication

(VMM) operating in sub–threshold regime thereby achieving low-power operation

and high linearity. The addition operation is done using KCL and hence, does not

dissipate any additional power when compared to the digital approaches. We will now

discuss the basic operation of our core multiplier cell along with design equations that

govern the performance of our multiplier cell.
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Figure 14. Core multiplier cell: Circuit schematic showing the core current–mode mul-
tiplier cell. This core cell can easily be made fully–differential, as will be shown, and
is used to implement the final VMM system.

3.2.1 Weight Storage

Figure 14 shows the circuit schematic of our core current-mode multiplier cell that is

used to implement the VMM system. The multiplier cell makes use of a floating–gate

current mirror with the two floating-gates programmed to different charges. Both

transistor M1 and M2 are floating–gate nonvolatile devices that are used to store the

weight. Our adaptive programming technique allows for fast and accurate program-

ming of these floating–gate devices [20]. In our implementation, single floating–gate

device is used as a signal–processing element for the multiplication along with non-

volatile weight storage.

3.2.2 Basic Multiplier Operation

We now consider the operation of this multiplier in both sub-threshold and above-

threshold regimes, and compare their performance.

3.2.2.1 Sub-threshold Region Operation

Consider the floating-gate transistors M1 and M2 (refer Fig. 14) that are programmed

to different floating-gate charges Vcharge,1 and Vcharge,2. The drain current of M1 and
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M2 using 1, neglecting early effect are given by,

Iin = Ioexp(
−κ(Vfg + Vcharge,1) + Vs

UT

) (22)

Iout = Ioexp(
−κ(Vfg + Vcharge,2) + Vs

UT

) (23)

Therefore, the multiplier weight, W21, is given by,

W21 =
Iout

Iin

= exp(
−κ(Vcharge,2 − Vcharge,1)

UT

) (24)

Different multiplication weights can be implemented by programming the difference

in the floating-gate charges of transistors M1 and M2. Theoretically, the above weight

equation translates to decades of linearity as long as the two transistors remain in

the sub-threshold region of operation. However, 24 is derived under the assumption

that κ does not vary with surface potential and hence the programmed floating-gate

charge. Fig. 15 shows the measured plot for κ for different programmed currents and,

hence, different Vcharge and clearly demonstrates the change of κ with floating-gate

charge. Incorporating this second order effect, the weight is now given by,

W21,act = exp(
−(κ2Vcharge,2 − κ1Vcharge,1)

UT

)exp((κ2 − κ1)
∆Vfg

UT

) (25)

The dependence of the weight on the change in the floating-gate voltage limits

the linearity of the multiplier structure. A possible solution to increase the linearity

would be to program the two floating-gate transistors relatively close to each other

such that their κ’s are almost equal. This approach will yield fractional weights that

can easily be amplified in later stages, if needed.

3.2.2.2 Above-threshold Region Operation

The drain currents of M1 and M2 (as shown in Fig. 14) in saturation, are given by,

Iin =
κK

2
(Vsfg − Vth,1)

2 (26)

Iout =
κK

2
(Vsfg − Vth,2)

2 (27)
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Figure 15. Variation of κ when same current is programmed for different gate voltages:
Plot showing variation of κ when the same current is programmed at different gate
voltages. As can be seen, the value of κ changes with different surface charge and is
not constant for all values of gate voltage.

Now, the multiplication weight, W21, is given by,

W21 =
Iout

Iin

=
(Vsfg − Vth,2)

2

(Vsfg − Vth,1)2
(28)

A change in the input current (∆I) creates a change in the gate voltage (∆Vg) that

in turns creates a change in the floating gate voltage (∆Vfg). Now, the multiplication

weight becomes,

W21,act =
(1 +

∆Vfg

Vsfg−Vth,2
)2

(1 +
∆Vfg

Vsfg−Vth,1
)2
×W (29)

This can also be expressed as,

W21,act =
(1 + x

√
W21)

2

(1 + x)2
×W21 (30)

where, x is given by, ∆Vfg / (Vsfg − Vth,1). For a given signal swing and a multipli-

cation weight W , the smaller the value of x the closer the weight, W21,act, is to W .

This translates to a limited linearity coupled with a higher power dissipation. Hence,

for the proposed multiplier, operation in sub-threshold proves to be beneficial both

from a linearity and power consumption point of view.
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Figure 16. Small-signal model for the current–mode multiplier cell: This simplified
model can be used to develop an understanding of the performance such as speed,
SNR of the multiplier cell.

3.2.3 Frequency Performance

Figure 16(b) shows the small-signal equivalent model of the core multiplier element.

The capacitor C1 shown in the figure is a combination of a number of parasitics and

is given by,

C1 = Cgs1 + Cgb1 + Ctun (31)

where, Cgs1 represents the floating gate-source capacitance of transistor M1, Cgb1

represents the floating gate-bulk capacitance of M1 and Ctun represents the tunneling

capacitance. It should be noted that to a first approximation, C1 is dominated by

the floating gate-source capacitance Cgs1. Also, the capacitance C2 is the analogous

lumped capacitance at the floating–gate of M2. Assuming that gate-drain overlap

capacitance, Cgd, is small when compared to C, floating-gate voltage Vfg1 and Vfg2

can be approximately written as,

Vfg1 =
(Cgd1 + C)

(Cgd1 + C + Cgs1)
Vx ≈ C

CT1

Vx (32)

Vfg2 ≈ C

CT2

Vx (33)

where

CT1 = (Cgd1 + C + Cgs1), CT2 = (Cgd2 + C + Cgs2)
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Applying KCL at node Vx,

sC(Vx − Vfg1) + sC(Vx − Vfg2) + Iin + gm1Vfg1 + sC
Cgs1

(C + Cgd1)
= 0

Using these equations and neglecting the effect of Cgd, output current, Iout, is given

by

Iout ≈ gm2Vfg2 = gm2
C

CT2

Vx (34)

When using floating–gate devices, the (W/L)’s of the two devices are identical. Thus,

the parasitic capacitances for the two devices are equal. This gives the current gain

as

Iout

Iin

≈ gm2

gm1

1

s(2Cgs1) + gm1

(35)

The above expression is a first-order response of the circuit. Including the effect of

the Cdb2 and the output transistor into which Iout is flowing will give the secondary

non-dominant high-frequency poles. Along with that, there is a zero at the output

due to the Cgd2 that can be eliminated by the use of a cascode transistor, as used in

our implementation.

3.2.4 Signal-to-Noise of Multiplier Cell

In this sub-section, the signal-to-noise ratio (SNR) of a simple floating-gate current

mirror is derived and the implications of the result is analyzed. Figure 16(a) shows

the core programmable floating–gate multiplier cell along with the small-signal rep-

resentation as shown in Fig. 16(b). The f−3dB frequency and the noise bandwidth of

the circuit can be derived from (35) and are given by,

f−3dB =
1

2π
· gm1

2Cgs1

(36)

NoiseBandwidth =
π

2
· f−3dB =

1

4
· gm1

2Cgs1

(37)

The total noise spectral density at the output is equal to the sum of the noise contri-

butions of each of the two transistors.
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i2o
4f

= 4KT
2

3
(gm1 + gm2) (38)

Referring the noise back to the input we get,

i2in
4f

=
8

3
KT (gm1 + gm2)

g2
m1

g2
m2

(39)

Using the above expression and the expression for the noise bandwidth, we find the

total input referred rms noise to be,

iin,rms =

√
KT (gm2 + gm1)

3Cgs1

· gm1
3/2

gm2

(40)

At this point, the SNR of the floating-gate current mirror can be calculated by as-

suming that the given current mirror has a bias current of Ibias flowing through it.

The rms value of the full-scale input signal then becomes,

isig,rms =
Ibias

2
√

2
(41)

The SNR for the core cell in sub-threshold turns out to be,

SNR =
gm2Ibias

gm1
3/2

√
3Cgs1

8kT (gm1 + gm2)
(42)

The implications of 42 can be analyzed from two regimes of operation: (a) Sub-

threshold and (b) Above threshold. In sub-threshold operation, the transconductance

is directly proportional to the current and so (42) simplifies to,

SNR = nUT

√
3Cgs1

8KT [1 + n]
(43)

where, n denotes the ratio of the drain currents of M2 and M1. For above-threshold

operation, the transconductance is proportional to the square-root of drain current

and so, (42) simplifies to,

SNR =

√
nIbias√

2µpCox(
W
L

)1

√
3Cgs1

8KT [1 +
√

n]
(44)
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Figure 17. Block diagram and circuit schematic of vector-matrix multiplier (VMM): (a)
The chip consists of a 128x32 array of floating–gate vector matrix multiplier elements,
peripheral digital control for isolation of floating–gate elements during programming,
and current amplifiers. (b) Symbol used for a floating–gate (FG) device. (c) Cir-
cuit schematic showing the jth row for a fully–differential current–mode vector–matrix
multiplier;

Thus, for a sub-threshold operation, the SNR is independent of the current level while

for above-threshold operation, the SNR is directly proportional to the square-root of

bias current. In both cases, the SNR improves with a larger Cgs1 or larger transistors.

This is analogous to the KT/C noise of a simple RC network and presents a direct

tradeoff between the SNR of the multiplier and the cell area of the multiplier.

3.3 Multiplier Implementation

Figure 17(a) shows the block diagram of our programmable current-mode VMM ar-

chitecture using floating-gate (FG) elements. Also, the addition operation is done

using KCL and hence, does not dissipate any additional power when compared to

the digital approaches. The exponential I-V relationship of transistors operating in

sub-threshold provides a logarithmic compaction that increases the linearity of our
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Figure 18. Experimental results for current–mode multiplier: (a) Plot of measured
differential output current vs. input current on a linear scale, for two-quadrant con-
figuration; (b) Measured differential output current vs. differential input current for
four-quadrant configuration; (c) Measured differential current output vs. differential
input voltage for a voltage–mode configuration; (d)Plot showing the limits of linearity
for the current–mode configuration for the two-quadrant configuration. In these plots
the solid lines are measured data while the dashed lines are ideal fits

multiplier architecture as compared to a voltage-mode technique. Using this current–

mode implementation in sub-threshold gives the most bandwidth for a given power

dissipation provided the dominant capacitances are intrinsic to a transistor. The pro-

posed architecture provides for programmable, non-volatile weight storage through

the use of floating–gate MOSFETs operating in the signal path. Our adaptive pro-

gramming technique allows for fast and accurate programming of these floating–gate

MOSFETs using standard CMOS devices [17]. Floating–gate MOSFETs are pro-

grammed by isolating each individual transistor by means of digital logic consisting

of switches, decoders and multiplexors. It should be noted that the entire digital

logic required for programming occupies only 3 % of the total chip area. Also, to aid

in measurement, the output currents are amplified and then converted into a voltage

using linear I-V Converters.

Figure 17(b) shows a detailed circuit schematic of the VMM system. Our VMM
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chip affords the flexibility of configuring the system as either a two-quadrant or a four-

quadrant multiplier for both positive and negative weights. This can be achieved by

using the inputs differentially or in a single-ended fashion. For the two-quadrant

configuration, the common–mode cannot be intrinsically rejected on–chip. Different

rows were programmed to different weights and all the weights in one particular row

were programmed identical. Fig. 18(b) and 18(c) demonstrate the functionality as

a two-quadrant and four-quadrant multiplier respectively. Four-quadrant operation

eliminates output DC offsets on-chip and even-order harmonics, and helps improve

linearity. This is evident from Fig. 18(c) and (3).

Yj = Σ[(w+
ji − w−

ji)(∆I+
i −∆I−i ) (45)

+
(w+

ji − w−
ji)

3((∆I+
i )3 − (∆I−i )3)

3
]

The linear range of the multiplier can be estimated from Fig. 18(e) that shows the

differential output current vs. the input current for various positive weights. The

linearity is measured to be greater than two decades, beyond which the multiplier

deviates from the ideal linear curve with an error that is higher than 2.5%. As ex-

plained earlier, this linearity limitation is partly due to the difference in κ between

identical transistors programmed to different currents and the variation of κ with

the gate voltage. This effect can be alleviated by programming the elements rela-

tively close to each other. Fig. 18(e) also emphasizes the point that a current-mode

implementation gives decades of linearity in signal swing that is especially hard to

obtain in voltage-mode circuits without consuming more power. For instance, in [19],

a linear range of 1V - 4V is obtained at the expense of 0.39mW of power dissipation.

Figure 18(d) shows the linearity plot of a voltage-mode multiplier that we fabricated

in 0.5µm CMOS process. As can be seen, the circuit operated in above-threshold and

absorbed mW of power to give barely 1V linearity. This linearity can be improved

using some techniques but it comes at an expense of reduced speed or more power at
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same speed. In our implementation, the DC level of input current determines both

the speed and the power dissipation and can be programmed to any desired value.

In a floating-gate device, the output impedance is degraded primarily due to the

drain voltage (Vd) variation coupling onto the floating-gate node through Cgd rather

than Channel Length Modulation; cascoding helps in reducing the Cgd-coupling effect

by making the drain of the floating-gate a low impedance node while maintaining a

high impedance at the output. This also helps improve the distortion due to the

isolation from the output signal variations. A cascode transistor was added for each

row of n floating–gate devices with a size n times that of a single floating–gate device.

The cascode transistor also helps to reduce the effect of the line capacitance on the

frequency response. The pole frequency at the source of the cascode for a n–element

row is given as

Pcas ≈ gm,cas

Ctot

(46)

where

Ctot = (Cgs,cas + Csb,cas + nCdb + Cline)

The magnitude of this pole is relatively close to the input pole and thus, affects the

frequency performance directly. A possible way to increase the magnitude is to add

an auxiliary DC current to the cascode to increase the transconductance. This may

not be necessary as long as the Q of the system is less than 0.5 because the phase at

unity gain frequency for this open loop system will not affect the performance. Also,

the cascode transistors can be used as switches in the program mode to better isolate

the elements and thus, serve a dual purpose. For the reasons discussed, we will use a

cascode device for each row or column of floating–gate devices in most of our system

implementations.
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Figure 19. Frequency response of vector–matrix multiplier (VMM): (a) Plot of fre-
quency response of current mode multipliers. The solid lines represent measured data
while dashed lines represent simulation results. (b)Variation of f−3dB cut–off frequency
vs. DC input current (per FG device) is plotted. For subthreshold currents a linear
relationship is observed, as expected. The table shows the measured DC input current
(per FG device) required for various f−3dB cut–off frequency.

3.4 Experimental Results and Discussions

A custom PCB was fabricated to perform speed measurements for low input cur-

rents. Fig. 19(a) shows the measured and simulated frequency response for different

DC input currents. The measured corner frequencies (f−3dB) match closely to the

simulated results. The plot shows that the VMM would easily operate up to 10MHz

if it was not limited by the frequency response of the I-to-V converter (Bandwidth =

(a) (b) (c)

Figure 20. 8x8 block DCT of a 128x128 image: (a) Original input image; (b) Image
after inverse DCT, when block matrix transformation was performed off–chip, using
the measured weight matrix from the VMM chip. (c) Output of the VMM chip (after
inverse DCT) for 8x8 block transform that was performed on–chip.

40



VM M

Figure 21. Die Photograph of the chip: The VMM chip consists of a 128x32 array of
floating–gate elements, current amplifiers, and peripheral digital control for isolation
of floating–gate elements during programming.

5MHz) at the output. Fig. 19(b) shows a plot of measured corner frequencies with

the input DC bias current on a log-log scale. The data points follow a straight line

with a slope of 1 as expected in sub-threshold. The deviation for higher current levels

is due to the transistor moving from sub-threshold regime to the above threshold

region. The bias currents required for a bandwidth of 1MHz and 10MHz are 40nA

(measured) and 512nA (simulated), respectively for each FG device.The VMM chip

required 531nW/MHz (from Fig. 19(b)) for each differential cell clearly demonstrating

the speed vs. power tradeoff. The DC bias current however can be set solely on the

basis of speed requirements as the Signal-to-Noise Ratio (SNR) is independent of the

input DC bias level. The SNR however is directly proportional to the Gate-Source

Capacitance (Cgs) and can be increased at the expense of chip area.

Table 1 summarizes the performance of our VMM along with that of [19]. As

can be observed, the proposed architecture is both power and area efficient. Fig. 21

shows the micrograph of the VMM chip that was fabricated in a 0.5µm N-well CMOS

process.

3.5 Application: Block transform of images and FIR filtering

The VMM chip can be used for applications like audio and video processing. The

VMM architecture was configured to perform real–time block matrix transforms of
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Table 1. Performance Summary for Vector-Matrix Multiplier
Parameter Proposed VMM VMM in [19]
Technology 0.5µm N-Well CMOS 1.5µm single

poly CMOS/EEPROM
Power Supply 3.3V 5V

FG Dim.(W/L) 18λ / 4λ N/A
Array size 128×32 16×16
Chip area 0.83mm2 1mm2

Programming % error < ±0.2% <10mV
BW/power per cell 531 nW/MHz N/A

Linearity > 2 decades 3V
Power per cell 7.2 µW @10MHz 0.39mW @60KHz

Programming scheme Hot–electron injection Electron Tunneling
and Tunneling

Programming Time 1mS 100mS
per Wji

input images in a row–parallel manner as proposed in [33]. The weights were pro-

grammed to be the DCT kernel. Fig. 20(a) shows the 128x128 image that was placed

as an input to the chip. To estimate the performance of the VMM, the programmed

weights were first measured and the block DCT (8x8) was performed off-chip. Fig.

20(b) shows the image obtained after inverse transformation. Next, the block trans-

form was performed on-chip and the result is shown in 20(c). It can be observed that

the results for part (b) and (c) are similar thereby demonstrating the usefulness of

our VMM architecture. The distortion observed in both the images are due to the

programming accuracy limitations (0.2% error).

3.6 Summary

In this chapter, we presented a programmable fully–differential current–mode VMM

architecture. The architecture is suitable for low voltage, low power applications and

has a bandwidth-to-frequency ratio of 531nW/MHz per differential multiplier cell. A

linearity of over two decades has been reported for the multiplier. As an application

of the VMM, a block matrix transform (DCT) operation has been demonstrated with
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good results. For a bandwidth of less than 10MHz, this architecture is capable of

performing 1 million Multiply-Accumulate (MAC) operations/0.27µW as compared

to a commercially available DSP (TMS320C55105x series), which gives 1 million

MAC/0.25mW. This fundamental signal–processing system is one example showing

the huge power advantage when using analog techniques as oppose to the popular

digital approaches. The sub–threshold operation of the system further enhances the

performance in terms of power due to maximum gm/I ratio. These techniques can

be extended to variety of other signal–processing systems, where power consumption

is an important specification.

In the next chapter, we extend our programmable analog signal–processing tech-

niques to one of the building blocks in any transceiver chain: modulator/demodulator

block. We present a programmable analog modulator/demodulator that can be used

for a variety of communication schemes along with power–efficient operation.
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CHAPTER 4

PROGRAMMABLE ANALOG MODULATOR

As is evident from the previous chapter, floating–gate circuit techniques promise to

give power efficient and area effective analog solutions for systems requiring porta-

bility and systems performing array signal processing. In this chapter, we present

design of a generalized programmable analog modulator/demodulator for any arbi-

trary communication scheme to demonstrate how floating–gate elements can be used

to implement array signal processing systems such as radar and digital signal pro-

cessing.

The explosive growth of wireless and signal processing applications has resulted

in an increasing demand for such systems with low cost, low power consumption,

and small die area. To meet this demand, much work is focused on, and has re-

cently demonstrated, fully integrated single-chip systems in low–cost CMOS pro-

cesses. With the integration of these high–performance systems, power consumption

becomes a critical design specification. An IF band signal processing system typically

requires the use of an array of DSPs operating in parallel to meet the speed require-

ments [1, 34]. Figure 22 shows the block diagram of a generalized transceiver from

the antenna to all the way down to baseband. This is a power intensive approach

and makes use of certain communication schemes impractical in portable systems

especially when these systems have to support more applications with same limited

power budget. The front-end ADC and back-end DAC converters required in these

systems become expensive and power hungry when the signal is of wideband nature

and greater resolution is required [35, 36].

Recent focus has been in processing signals as much as possible in the analog

domain before converting them into digital. Figure 23 shows the transceiver system

block diagram based on the Cooperative Analog/Digital Signal–Processing (CADSP)

44



Symbol

Encode

QAM, BPSK etc

Baseband

Processing

Modulator

CDMA, OFDM (FFT)

Signal

Processing

DAC

Windowing,

Guard Interval

Insertion, Filtering

BPF RF - TX

Mixer,

BPF, PA

Symbol

Decode

QAM, BPSK etc

Channel

Correction

Demodulator
Signal

Processing

ADC

Remove Guard

Interval, Timing

and frequency

synchronization

BPF RF - RX

LNA, Mixer,

BPF, AGC

Diplex

Switch

Data In

Data Out

IF-BAND SIGNAL PROCESSING RF BLOCKS

Figure 22. Block diagram for a generalized transceiver system.: Transceiver block di-
agram showing the RF front–end to all the way down to baseband DSP processor.
Purely analog blocks are color coded as orange with digital blocks as blue and the
mixed–signal blocks such as ADCs and DACs as yellow.

approach. The motivation is to use both analog and digital approaches together to

get maximum power–efficiency while getting comparable performance. One of the

major building blocks, as can be seen from Fig. 23, to make this approach practical

for real systems is an analog modulator/demodulator system.

We propose a programmable analog arbitrary waveform generator that can be

used for a variety of signal processing applications [37]. The waveform generator is

fully programmable through use of floating-gate MOS transistors. The programmable

arbitrary waveform generator can be used as a building block for the Programmable

Analog Modulator/Demodulator (PAMD). PAMD can be one of the fundamental

blocks in the transceiver, as shown in Fig. 23, enabling a lot of other signal processing

functions in the analog domain [4, 6, 7, 8, 9, 10, 11]. This approach is power and area

efficient as compared to complex DSPs and relaxes the requirement on the design of

data converter specifications.

The proposed PAMD implementation can be used in various communication
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converting the signal to digital. This approach promises a huge advantage in terms of
power that is becoming a critical specification for portable applications. Purely analog
blocks are color coded as orange with digital blocks as blue and the mixed–signal blocks
such as ADCs and DACs as yellow.

schemes such as Orthogonal Frequency Division Multiplexing (OFDM) and radar

signal processing [35]. The biggest advantage comes from the fact that the wave-

forms generated can be arbitrary and are programmable. In section 4.2, we discuss

the programmable analog waveform generator. Section 4.3 presents the PAMD im-

plementation using the programmable waveform generator along with measured ex-

perimental results as modulator and demodulator. We conclude in section 4.4 with

possible applications of the presented architecture.

4.1 Overview of Modulator and Demodulator Systems

In this section, we will briefly elaborate on the existing modulator and demodu-

lator architectures for certain communication schemes. Most of these systems are

limited by the signals that can be generated with ease for modulation and demodula-

tion. Currently, most of these systems are implemented using digital signal processors
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Figure 24. Analog representation and digital implementation of a OFDM transmitter:
(a) Digital implementation of OFDM transmitter requiring DACs for each channel and
an FFT computation block. (b) Analog representation of OFDM transmitter. Any
pulse shaping function, g(t), can be used in this representation.

(DSPs) [38] and can be power hungry. To further illustrate, let us consider an Orthog-

onal Frequency Division Multiplexing (OFDM) modulator. OFDM is a modulation

technique suggested for use in cellular radio, digital audio and video broadcasting.

OFDM uses a number of orthogonal sub-carriers for modulation to transmit data in

parallel. The main advantage of using OFDM is that modulation and demodulation

can be achieved using Fast Fourier transform (FFT). Figure 24(a) shows one such

digital implementation of an OFDM transmitter [35]. This implementation is based

on the analog representation, shown in Fig. 24(b), and can not be implemented for

any pulse shaping filter in analog domain as explained in [35]. In terms of circuit

implementation, one DAC is required for each channel along with the FFT compu-

tation that is to be performed with the sub-carriers. The DACs have to operate on

the carrier modulated signal and has to be at least twice as fast as the highest carrier

(around 30 MHz). This can be hard to design in a power and area efficient way if

the DAC has to have a reasonable bit-resolution as well. The same problem occurs

on the receiver-end where wideband ADCs are required for the received signal.

In digital implementations, the power consumption of these systems is often low-

ered at the expense of lower quantization or by limiting the transmitted symbols to
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Figure 25. Arbitrary waveform generator (AWG) using floating-gate transistors.: (a)
Analog implementation of a waveform generator using floating-gate devices. This archi-
tecture is similar to a direct digital frequency synthesizer implementation with floating-
gates acting as analog memory cells. (b) Simple block diagram of a DDS system that
is used to digitally synthesize a sine wave. [40]

a QPSK constellation. This results in reducing the DAC/ADC resolution along with

the lower precision of FFT/IFFT computation. A multi-band OFDM system designed

for a single analog receiver chain to simplify the design a lot consumes anywhere from

155mW to 170mW depending on the data rate [39]. Along with lower resolution, the

power budget and difficulty in implementation also limits the variety of communica-

tion schemes and coding that can be used for portable applications. One such popular

scheme that is often used in optical communication is chirped return–to–zero pulse

modulation. This scheme has analog phase modulation across the pulse and improves

robustness to non–linear distortions from long transmissions. The biggest issue in us-

ing this scheme is to generate these chirped return–to–zero signal for modulation with

ease and low–power consumption in standard CMOS technology.
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Figure 26. Implementation of AWG: (a) Circuit schematic for D-flip flop (DFF) that
was used to implement the shift register. The CLK and -CLK should arrive at all DFF
blocks simultaneously. (b) Tree structure buffering and routing of CLK and -CLK to
minimize an time and phase difference between different blocks for CLK and -CLK.

We will now present the details of our proposed analog modulator/demodulator

systems to address some of the issues mentioned above. As will be seen, the proposed

system is fully programmable and thus, eliminating one of the biggest limitations of

analog signal processing systems. In the next section, we will discuss our arbitrary

waveform generator before discussing the complete PAMD system.

4.2 Arbitrary Waveform Generator

Figure 25(a) shows the block diagram of the waveform generator that is used in the

proposed PAMD implementation. This architecture is similar to that of a direct

digital frequency synthesizer (DDS) implementation as shown in Fig. 25(b) [40]. The

basic idea in DDS is to generate the signal in the digital domain and then utilize

D/A conversion and filtering to reconstruct the waveform in analog domain. In the

proposed waveform generator, all rows in the waveform generator consist of floating-

gate MOS transistors that can be programmed to any analog value. Each floating-gate
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Figure 27. Output waveform generation for a 8-element column [40]: (a) Generation of
a sine–wave with eight elements in the floating–gate column. The output of the shift
register is shown with the waveform output. (b) The same number of elements can be
used to generate sine–wave with twice the frequency as in (a). This can be achieved
by programming two cycles instead of one complete cycle.
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Figure 28. Output spectrum of a PAMD system: Output spectrum of a ideal and actual
generated waveform for a PAMD system.
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Figure 29. Waveform generator measurements: (a) Measurement showing the output
waveform when a 100nApp sine wave is programmed riding on a 300nA DC current. Each
row has 64 floating-gate elements.. (b) Measurement showing the output waveform
when a clock of 250kHz is applied to the waveform generator programmed with the
sine-wave as shown in (a). The output frequency of the waveform was 250kHz/64 or
3.9kHz. Comparing FFTs of the two waveforms, they are very similar apart from the
noise floor. FFT of the programmed waveform does not have any frequency component
at clock frequency as there was no physical clock present in that measurement.

in the row can be individually programmed to store a precise analog value. During

the normal operation, a shift register scans through the entire row of programmed

floating-gates and generates a sampled waveform at the output. In this architecture,

W1 to WM can be any arbitrary set of waveforms that are programmed and can be

used to modulate or demodulate any input signal. Details of the programming scheme

such as speed and accuracy can be found in chapter [20] along with the Gate and

Drain logic for programming. The generated waveforms are sampled in time–domain

and can be cleaned by performing low–pass filtering to suppress the higher–order

frequency components.

4.2.1 Frequency Performance

The frequency of the generated waveforms depend on the clock frequency and the

number of floating–gate devices in each column. Frequency of the output waveform,

fout with N floating–gate devices is given by Mfclk/N , where fclk is the clock fre-

quency and M is number of periods programmed in a particular row. Thus, the
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Figure 30. Generated output waveform at ω and 2ω.: Measurement showing the output
waveforms when two rows (one cycle and two cycles) were programmed with a 100nApp

sine wave riding on a 300nA DC current. The clock speed is 250kHz and the number
of elements in a row are 64. The output signal frequency generated from the two rows
is 3.9kHz and 7.8kHz, respectively. As is clear, waveform generator can be used to
generate arbitrary waveform with varying frequencies.

output frequency can either be increased by increasing the clock frequency, fclk or by

programming more than one period of the waveform on a single row of floating–gate

devices as shown in Fig. 27 [40]. The latter will govern the LPF rejection require-

ments for getting clean output waveforms. Thus, the frequency of such a system is

inherently limited to the frequency of clock that can be generated cleanly or the com-

plexity of the LPF acceptable at the output. The shift register that scans through the

row of floating-gate transistors during normal operation is designed for appropriate

frequency performance and uses dynamic logic for fast response. Figure 26(a) shows

the schematic of the D-flip flop (DFF) that is used to implement the shift register.

The output of each DFF is buffered to drive the floating–gate capacitance. This ana-

log implementation eliminates the need for an adder at the output as the addition of

currents can be simply done by connecting the output of each floating–gate together.

Each row has a cascode transistor for the reasons explained earlier. Apart from the
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Figure 31. Block diagram showing modulation/demodulation.: (a) Block diagram for
the analog modulator/demodulator system. It can be easily extended for multi-channel
system by adding more rows to the waveform generator. (b) Circuit schematic for mixer
implementation shown in (a).

speed of the shift register, the frequency response if also limited by the total line

capacitance of each row. The output pole at the drains of the floating–gate row is

given by,

Pout ≈ gm,cas

Cline

(47)

This frequency can be increased by programming all the floating–gates at a higher

bias current and also by supplying a auxiliary bias current through the cascode all

the time. The performance can also be improved a lot by using an active cascode

structure. The performance will now depend on the input stage, which is a function

of the number of parallel rows being driven and resistance of switches. High speed

operation of the complete system puts a design constraint on the clock speed as well.

The quality of clock in terms of rise-time, fall-time, and jitter along with coupling

of the clock will affect the quality of the generated signal. Thus, generating a clean

clock signal for high frequency applications becomes crucial.
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4.2.2 Phase Noise and Quantization Error

The output of the waveform generator for a sinusoid can be expressed as

Wj = Ac cos(ωct + φn(t)) (48)

where ωc is the desired output frequency and the phase φn(t) is referred to as the

phase noise of the system. Figure 28 shows the spectrum of such a waveform when

compared to an ideal output [40]. Phase noise is generated when the samples are

randomly shifted off from the ideal output waveform. In the proposed system, any

jitter in clock will be the major source of such noise. Thus, to generate a clean clock

is a requirement to have better PAMD system performance. In Fig. 26(a), Clock

and -Clock signals should be generated with equal delays such that there is no time

difference at zero–crossing in order to minimize any phase noise generation. The

distribution of Clock and -Clock to the entire shift register in the layout is critical

for the performance of such a system. A tree layout, as shown in Fig. 26(b), was

used with chain of inverter buffers to minimize any such delays. Along with these

sources, any error in the programmed value of the floating–gate charge can also be

modelled as phase noise in the output spectrum. Minimizing the error will further

improve the phase noise performance. One other source of error in sampled systems

in quantization error. The number of floating–gate devices in each row determine the

quantization error in the output waveform. As in a DDS system, the quantization

error appear as a periodic additive term rather than a random noise as long as the

ratio of fclk and fout is a rational number [40]. Thus, the resulting error and its

harmonics occur as spurs in the output spectrum. The amplitude of these spurs

is determined by the programming accuracy of the floating–gate charge and can be

suppressed by the LPF at the output.
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Figure 32. Measurement showing modulation.: Output waveform and spectrum when
a 15.9KHz signal is modulated with a 3.9KHz signal.
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Figure 33. Measurement showing demodulation to near DC.: Output waveform and
spectrum when a 3.4KHz signal is demodulated with a 3.9KHz signal. The output
signal at 500Hz can be filtered to reject the high frequency components.
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4.2.3 Measurement Results

In order to measure the performance of the waveform generator, simple current-

amplifiers were used at the output along with I-V converters to measure the output

reliably especially with lower current amplitudes. Figure 29(a) shows a measurement

of a programmed 100nApp sine wave riding on a 300nA DC current. As evident from

(1), programmed current shown in Fig. 29(a) is proportional to the charge stored on

each floating-gate node. We obtained a worst case programming error of 0.2% and

it takes about 10 pulses of 100us to programmed each floating-gate [20]. The FFT

of this waveform is also shown and is clearly limited by the quantization noise. The

FFT was performed assuming a 256us time-period for the entire programmed sine-

wave. This was done in order to compare the results directly with the measured data

when a clock of 250kHz is applied to the PAMD system. Figure 29(b) illustrates

the output waveform as it looks when the clock of the shift register is turned ON.

As can be seen from the FFT of the programmed charges and the output waveform,

a clean frequency can be generated without any observable higher-order harmonics.

The measurement is limited by the noise of the measurement setup. The FFT also

shows the clock frequency and images of the signal around clock frequency. Thus, the

system requires a clean clock signal and a programmable lowpass filter at the output to

filter out anything outside the bandwidth of the desired output waveform. Figure 30

illustrates the measurement of the waveform generator block when programmed to

ω and 2ω. Figure 30 shows that this waveform generator can clearly be used to

synthesize any arbitrary waveform such as chirp or any other modulating waveform.
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Figure 34. Measurement showing demodulation of input signal to DC.: Output wave-
form and spectrum when a 3.9KHz signal is demodulated with a 3.9KHz signal. The
output signal at DC can be filtered to reject the high frequency component. This
approach can be used to extract the spectral content of the input signal at desired
frequencies. In the current experiment, the input signal was left running and output
of the modulator was turned ON after some time to see the transition in the DC level
of the output signal and was filtered to extract the low-frequency information. The
output waveform still has a very slow AC component of approximately 1.5Hz. This is
attributed to the limited precision of the function generator used to provide the input
signal.
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Figure 35. Die photograph of a 64x8 modulator system.: The PAMD IC was fabri-
cated in 0.5µm MOSIS CMOS process and occupied an area of approximately 1mm2.
The fabricated IC can generate four fully–differential arbitrary analog waveform. The
number of outputs can be easily increased without having to increase the area by a lot.

57



G

a

t
e

 
L

o

g

i
c
 
f
o

r
 
P

r
o

g

r
a

m

m

i
n

g

A

d

d

r
e

s
s
 
B

i
t
s

Others

Drain Logic for Programming

Address Bits Others

Selected

Drain Line

Prog

Prog

 V
gate

W
1

(t)

W
2

(t)

W
M

(t)

I
out

V
g

V
dd

V
tun

N

-
b

i
t
 
S

h

i
f
t
 
R

e

g

i
s
t
e

r

C

L

K

L

D

S

e

r
i
a

l
 
I
N

S

w

i
t
c
h

 
L

o

g

i
c
 
f
o

r
 
R

u

n

 
M

o

d

e

V

g

a

t
e

V

d

d

D
1

D
2

D
3

D
N-1

D
N

X
1

'
(t)

U
1

(t)

X
2

'
(t)

X
M

'
(t)

U
2

(t)

U
M

(t) X(t)

Figure 36. Floating-gate implementation of OFDM transmitter.: Analog implementa-
tion of OFDM transmitter using floating-gate devices. W1 to WM can be sinusoidal
waveforms (or any arbitrary set of waveforms) used to modulate the signal waveform.
They can be programmed to give different waveforms whenever desired.

4.3 Programmable Analog Modulator/Demodulator (PAMD)
Architecture

Figure 31(a) shows the block diagram of the programmable analog modulator/ de-

modulator (PAMD) system using the floating-gate waveform generator. PAMD sys-

tem has differential gilbert-cell mixers, shown in Fig. 31(b), at the output to modu-

late or demodulate the differential input signal. Figure 32 shows the output when a

15.9kHz input signal is modulated with the 3.9kHz signal generated by the modula-

tor. The input signal, 15.9kHz, is generated using a Stanford Research System (SRS)

function generator. This input signal source has a limited phase noise performance.

The 3.9kHz signal is generated with a sine wave programmed on a row of 64 floating-

gates and using a clock speed of 250kHz. Figure 32 illustrates the basic modulation

operation and shows the FFT of the output spectrum. The output spectrum signal

can be appropriately filtered to select the desired signal.
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Figure 37. Floating-gate implementation of OFDM receiver.: Implementation of OFDM
receiver using floating-gate devices. The columns can be programmed to similar wave-
forms as used for transmission. This can be used to bring the signal down to baseband.

Figures 33 and 34 show the demodulation operation to near DC and at DC for the

input signal, respectively. Figure 33 shows the measurement when a 3.4KHz input

signal is demodulated to 500Hz using the generated waveform, 3.9KHz. This signal

can be easily filtered from the spectrum to reject the high frequency spurious signal at

7.3KHz. Figure 34 shows the demodulation to extract the DC signal strength of the

input signal by demodulating it to DC. In the current experiment, the input signal

was left running and output of the modulator was turned ON after some time to see

the transition in the DC level of the output signal. The output waveform still has a

very slow AC component of approximately 1.5Hz. This is attributed to the limited

precision of the function generator used to provide the input signal. As is clearly

evident, this can be used to extract the spectral content of an input signal at desired

frequencies by demodulating them with the desired frequencies and filtering the DC

signal out. Figure 35 shows the die photograph of the PAMD IC that was fabricated
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and tested. The total area occupied by the system was approximately 1mm2. The

fabricated IC can generate four fully–differential arbitrary analog waveform. The

number of outputs can be easily increased without having to increase the area by a

lot, as discussed earlier.

4.4 Applications

The proposed architecture can be used for a variety of other applications along with

the described modulator/demodulator. The key advantage for the presented architec-

ture is due to the ability to generate programmable analog arbitrary waveforms. One

such application can be generating arbitrary waveforms to perform on-chip testing of

other mixed–signal circuits and systems. The advantage of using such an approach

is that it does not require multiple input analog pins for various test nodes inside the

circuit. It only requires one digital clock input and is fully programmable depending

upon the circuit under test. This can be easily made as part of a Built-in Self Test

with a control loop to test various designs.

The presented PAMD architecture can also be used for a wide variety of com-

munication schemes as mentioned in previous section. Figure 36 shows a possible

implementation of the a transmitter using PAMD that can be used for various com-

munication schemes such as Orthogonal Frequency Division Multiplexing (OFDM),

where multiples of fundamental frequency are used to orthogonally modulate different

channels. Each column of floating–gates can be programmed to generate a desired

waveform as output, as shown in Fig. 30. Traditionally, these operations are per-

formed as FFT/IFFT for OFDM in digital domain that are computationally area and

power intensive [35]. These columns can also be programmed to generate arbitrary

waveforms, which can find its application in many other areas such as generating

chirp waveforms to perform modulation. This system can be used as the receiver

also with little modifications, as shown in Fig. 37. The data converters required in
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these implementations are operating on the baseband signal, thus making the design

relatively simple.

The presented waveform generator can be used as a part of an adaptive equalizer

system. It can be programmed to generate any waveform that can be used to perform

equalization. The compact nature of the architecture and low power consumption

makes it suitable for multiple-channel processing and array signal processing.

4.5 Summary

In this chapter, we presented an analog modulator/demodulator that can be used for

various communication schemes and array signal processing applications. The pro-

posed implementation enables a lot of signal processing in the analog domain before

the signal is converted into digital domain and eliminates the need for expensive, wide-

band data converters. This approach can be both power and area efficient compared

to existing implementations using DSPs for portable applications [34, 41]. PAMD

consists of a programmable arbitrary waveform generator using floating-gate MOS

devices. We presented results for the programmable waveform generator along with

the spectral energy plot. We showed results with the basic operation of a modulator

and demodulator operation. We also discussed and presented how to extract spectral

content of an incoming signal at specific frequencies by performing auto-correlation

using the proposed structure. The presented structure with proper design can be

used for a variety of other applications as discussed and is being explored along those

lines.
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CHAPTER 5

CONTINUOUS-TIME OTA-C FILTERS

Continuous-time filters are another fundamental component of any analog signal pro-

cessing system. The demand is high for analog filters with better performance in

terms of speed and power consumption for systems with limited power budget. In

this Chapter, we try to investigate the possible implementations of continuous time

filters using floating–gate devices and their performance that will further give insight

into implementation of programmable analog systems for analog signal processing.

Continuous time filters, particularly Gm −C filters, are the most often used solution

for signal frequencies of several MHz [42] as problems such as jitter and high dynamic

power make discrete-time filters impractical at such frequencies. These filters though

have issues such as offsets due to device mismatch, limited linearity, and require addi-

tional circuity to tune the filter to get the desired response after fabrication [43, 44].

To address these issues, we show two kinds of Gm − C filter implementations in

this chapter and the next chapter. In this chapter, we discuss more of a traditional

operational transconductance amplifier (OTA-C) based filter design. We present an

approach that will not only help tune the filter to get desired Q and time constants

but also compensates for any offset due to mismatch. In addition, the filter can be

designed to have certain minimum linearity based on the capacitive attenuation at

the input. These abilities will make these Gm − C filters attractive to use even at

lower frequencies [45]. We will first discuss design of fully–differential programmable

operational transconductance amplifiers using floating–gate MOSFETs (FG-OTA)

that are used as building block for the OTA-C filter realizations. We designed two

different FG-OTA implementations with different common–mode feedback (CMFB)

circuits. We will present the measured experimental results for the two FG-OTA

structures and compare their performance. We also present experimental results for
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the lowpass and bandpass second-order sections that were fabricated using floating–

gate operational transconductance amplifiers (FG-OTAs).

Any higher order filter can be realized as a cascade of biquad filters. Although

there are several ways to realize higher order filters, cascade filters are the easiest to

design as well as to tune. We also present simulation results for higher-order filters

using the presented second–order sections as building blocks.

5.1 Programmable Operational Transconductance Amplifiers
(OTA)

The most important component in designing traditional Gm−C filters is the design of

OTAs. The transconductance (Gm) of these OTAs is the parameter that determines

the frequency response and gain of these filters. Thus to have programmable filters,

we essentially need programmable OTAs [46]. Traditional approaches to realize pro-

grammable OTAs include digital and master–slave tuning as well as schemes based

on Multiple Input Floating-Gate (MIFG) transistors [47, 48]. Digital schemes used

in filters are complex and consume silicon real estate. The MIFG approach has a

lower area overhead; however, it fails to fully exploit the benefits of floating-gates –

especially the ability to program them.

We present a true programmable approach to using single input floating-gate

transistors in programmable OTA blocks and OTA-C filters. The circuit schematic

of the floating-gate OTA (FG-OTA) with a novel floating-gate CMFB (FG-CMFB)

circuit is shown in Fig. 38(a). This OTA will be referred to hereafter as FG-OTA1.

FG transistors are used for the tail current source, differential input pair and in the

output stage to implement the CMFB circuit. The programming of these floating–

gates sets the bias currents for the OTAs (and hence the transconductance) as well

as corrects for differential pair mismatch in OTAs and gradients across the die [49].

Figure 39(a), shows the second FG-OTA with conventional CMFB circuit. This OTA
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Figure 38. Fully differential FG-OTA with floating-gate CMFB circuit.(FG-OTA1): (a)
Circuit schematic for the floating–gate operational transconductance amplifier (FG-
OTA1) using a CMFB built into the OTA structure. The floating–gate capacitors
around the output PMOS current source transistors form the CMFB circuit for FG-
OTA1. (b) Small-circuit model for differential-mode analysis. (b) Small-signal model
for common-mode analysis.

will be referred to hereafter as FG-OTA2. The corresponding CMFB circuit is shown

in Fig. 39(b) that feeds back the error signal to the tail current of the OTA to correct

for any common–mode variation. We will now discuss the basic operation and design

of the two programmable OTAs and follow that by their experimental results. We will

conclude this section by comparing the performance of the FG-OTA1 and FG-OTA2.

As will be discussed that while FG-OTA1 is compact and consumes less power,

FG-OTA2 has the advantage of a higher common-mode feedback loop gain, better

current mirror matching, higher output impedance with output cascoding and higher
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differential open-loop gain. We will discuss the qualitative and quantitative analysis

for both FG-OTA1 and FG-OTA2 to get an intuitive and analytical understanding

of both the implementations. We follow this discussion with simulation and experi-

mental results for both implementations. In the end, we summarize the comparison

between the two structures in terms of design and performance.

5.1.1 Differential FG-OTA1
5.1.1.1 Basic Operation

Figure 38(a) shows the complete circuit schematic for the differential FG-OTA1. The

biggest advantage of FG-OTA1 comes from the fact that the common–mode feed-

back (CMFB) is integrated in the OTA structure rather than having some additional

circuitry. This makes the circuit compact and suitable for higher–order filter imple-

mentation where a number of OTAs are required. This implementation also helps in

reducing the noise due the fact that there are no additional transistors added to the

circuit.

Floating–gate transistors at the input are used to remove the input–referred offset,

as discussed in Chapter 2. Input–referred voltage offset causes the drain currents, Id1

and Id2, to be different for the same common–mode input. Programming the drain

currents to be identical helps remove the offsets to a first–order approximation for

the given conditions. If δId is the difference in the two currents due to the offsets, it

gives a output voltage as

V out+ − V out− =
gm6

gm4

δIdRout (49)

This voltage output can be considerable depending on the offset and can even saturate

the amplifier when used in open–loop. Along with that, it limits the linear range

of the amplifier along with the limitation on the minimum input level that can be

detected without error. The input capacitor, Cin, also help in improving the linearity

of the FG-OTA1 due to capacitive attenuation. The transconductance, Gm, of FG-

OTA1 depends on the tail current and can be tuned by programming the tail current
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floating–gate transistor.

Let us now qualitatively discuss the operation of the CMFB for FG-OTA1. The

output PMOS current sources are implemented as floating–gate transistors. The

advantage of this ie two-fold: 1) It helps remove any mismatch in the output current

sources. 2) The floating–gate capacitors that are used for programming can be used

in feedback to implement the CMFB. If currents through N8 and N9 are programmed

to be identical to the current flowing through N6 and N7, common–mode of Vout will

be biased in the middle of the rail. The basic operation of the CMFB circuit can be

understood easily. If the output common–mode Vout,cm increases for some reason, the

voltage at floating–gate of PMOS current source increases due to capacitive coupling.

The increase in floating–gate voltage decreases the drain current through the output

PMOS sources and thus, brings down the Vout,cm.

The primary advantage for using the floating–gate (FG) capacitors in feedback is

that they do not affect the DC gain by loading the output node, yet they perform the

CMFB operation all the way down to DC. One would think that FG capacitors would

load the amplifier at high frequencies and thus, degrading the frequency response. In

reality, applications like Gm−C filter implementation have external capacitors at the

output node that determine the corners of the filter. Therefore, the FG capacitor

can be lumped as part of the output capacitor and the size of the physical external

capacitor can be adjusted accordingly. However in a lot of applications, the external

capacitor is very large compared to the FG capacitor making their effect on the

frequency response negligible.

5.1.1.2 Quantitative Analysis

We now describe the differential and common-mode analysis of the FG-OTA1 in

Fig. 38 to understand the operation of the circuit in order to design for performance.

Simple expressions for the transfer function is derived. These are used to gain intuitive

understanding of the FG-OTA as well as do the first-pass hand design. Figure 38(b)
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Figure 39. Programmable floating-gate OTA with common mode feedback: (a) Circuit
schematic for the programmable floating-gate OTA (FG-OTA). Inherent offsets of the
amplifier are compensated by programming the floating-gate transistors. Floating-gate
transistors M1 and M2 are used to eliminated the input referred offset of the amplifier.
Transistors M12 and M13 account for any error at the output. (b) Circuit schematic
showing the common mode feedback circuit (CMFB) used for the programmable FG-
OTA. Transistor M16 sets the bias current for the FG-OTA. Hence, the Gm of this
amplifier can be adjusted by programming M16.

shows the small signal differential-mode half-circuit. Since the idea is to get an intu-

itive understanding of the circuit, we will neglect the effect of the overlap capacitance,

Cgd. This capacitance in reality will give rise to a zero that can be ignored to simplify

the analysis. Writing KCL at nodes Vx and Vo we have,

Vo

Vx

=
gm6Rout

(1 + sC ′
LRout)

(50)

Vx

Vi

=
gm2

gm4

(
1 + sCgs,m

gm4

) (51)

where,

C ′
L = CL + C, Cgs,m = Cgs,4 + Cgs,6 + Cdb,2, Rout = rds,6 ‖ rds,8 (52)

Hence,

Adm =
Vo

Vi

=
gm6gm2Rout

gm4

(
1 +

sCgs,mirror

gm4

)
(1 + sC ′

LRout)
(53)
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Assuming the current–mirror ratio between transistors N6 and N4 to be n, we can

simplify the DC differential voltage gain to be,

Adm,DC = ngm2Rout (54)

Figure 38(b) shows the small signal common-mode half-circuit. To simplify the anal-

ysis we assume gm >> gds. This results in the following expression for the common-

mode transfer function.

Vo

Vcm

=
gm6

gm8κout + s
(

CL+Cgs8

C+Cgs8

) ·
(

1

sCgs,m + gm4

)

· gm2

(1 + 2κin (gm2 − sCgs2) rds5)
(55)

where,

κin =
Cin

(Cin + Cgs2)
, κout =

C

(C + Cgs8)
, Cgs,m = Cgs,4 + Cgs,6

To get an intuitive understanding of the transfer function (55) is split up into the DC

gain and poles as below where p1 is the dominant pole assuming the current–mirror

ratio to be n as discussed above.

Acm,DC =
n

2rds5κingm8κout

(56)

p1 =
gm8κout

CL + κoutCgs

≈ gm8κout

CL

(57)

p2 =
1 + 2κinrds5gm2

2κinrds5Cgs2

(58)

p3 =
−gm4

Cgs,m

(59)

The CMRR for the FG-OTA1 circuit can be easily computed now using the Adm,DC

and Acm,DC .

CMRR =
Adm,DC

Acm,DC

= gm2Rout2rds5κingm8κout (60)

These equations help to get a basic understanding while designing the FG-OTA1 by

hand and further help in understanding the simulation results while designing the
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final circuit. The location of poles aid in design the FG-OTA1 for stable operation by

keeping a good phase margin. We now will discuss the same analysis for FG-OTA2

before presenting the experimental results for both and concluding with a comparison

in terms of design and performance.

5.1.2 Differential FG-OTA2 design and analysis
5.1.2.1 Basic Operation

Figure 39(a) show the schematic of the differential floating-gate (FG) operational

transconductance amplifier (FG-OTA2) [50] structure using a conventional CMFB

circuit. The FGs at the input, M1 and M2, can be programmed to correct for any

input offsets and improve the input linear range as in the case of FG-OTA1. Output

floating-gate transistors, M12 and M13, help correct any mismatch in the output

current-source transistors, thereby aiding common-mode feedback circuit (CMFB)

in improving the CMRR. The output stage of the FG-OTA2 was cascoded to give

a high output resistance, which decreases the dominant pole of the OTA-C block,

giving it a more ideal integrator behavior over a wider frequency range. The high

output resistance also gives higher gain for FG-OTA2. The cascoded NMOS current

mirrors reduce the channel length modulation effect when mirroring currents.

Figure 39(b) shows the CMFB circuit for the differential FG-OTA2. Any common–

mode variation in Vout,cm is compared with Vref through this differential amplifier. For

example, if Vout,cm is increases due to some reason. This would increases the current

in transistor M24 and thus, in the tail current–source M5. Hence, the current in

output NMOS current sinks, M8 and M9, increases bringing down the common–mode

Vout,cm. The bias current and, hence, the corner frequency of FG-OTA2 is determined

by the current flowing through the floating-gate transistor M16. Thus, the Gm of

FG-OTA2 can be adjusted by programming M16 similar to FG-OTA1. The output

common–mode in FG-OTA2 is externally set by Vref and can be fixed to any desired

voltage. The CMFB circuit can be designed for desired common–mode gain while
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not affecting core OTA structure.

5.1.2.2 Quantitative Analysis

We will discuss the equations governing the differential and common-mode gain for

the FG-OTA2 as we did for FG-OTA1. Using the small-signal model half-circuits for

FG-OTA2 (as was done for FG-OTA1) the DC gain equations can be obtained as

Adm,DC = gm1
gm9

gm3

Rout (61)

Acm,DC ≈ gm24

2rds5gm5gm20

(62)

CMRR ≈ gm1gm202rds5Rout (63)

Rout = gm11rds11rds9//gm15rds15rds13 (64)

The poles for differential and common–mode gain expressions can also be obtained

by analyzing the small–signal circuits. The expressions for the poles are,

P1,dm ≈ 1

CLRout

(65)

P2,dm ≈ gm3

Cgs,mirror

(66)

P1,cm ≈ gm20

CL

(67)

P2,cm ≈ gm24

(Cgs,24 + Cgs,5)
(68)

The above two FG-OTA implementations were fabricated in a standard CMOS tech-

nology. We measured the performance of these fabricated circuits and compared them

with the simulation results. We will now discuss the experimental results for both

the structures before comparing the two implementations.

5.1.3 Simulation and Experimental Results

Simulation results are presented for FG-OTA1 and FG-OTA2. Figure 40(a) shows

the simulated differential and common-mode frequency response for the FG-OTA1.

Simulated small-signal frequency response of FG-OTA2 is shown in Fig. 40(b). From
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Figure 40. Simulation results for the programmable FG-OTAs: SPICE simulation re-
sults of small signal common-mode and differential-mode response of (a) FG-OTA1.
(b) FG-OTA2. Plot shows data for three values of OTA bias currents–10nA, 100nA
and 1µA. SPICE simulation results of CMRR versus frequency of (c) FG-OTA1 (d)
FG-OTA2. Plot shows data for three values of OTA bias currents–10nA, 100nA and
1µA. Experimental results of FG-OTA1 can be seen in Fig. 41.

the figure, it can be seen that the -3dB frequency is directly related to the bias

current. An order of magnitude increase(decrease) in the bias current, corresponds

to an analogous increase(decrease) in the corner frequency. The CMRR for both

OTAs was also simulated as a function of frequency. Figures 40(c) and 40(d) show

the corresponding results. The simulated CMRR for FG-OTA1 and FG-OTA2 was

90dB and 140dB, respectively.

The IC prototype was fabricated in a 0.5µm CMOS MOSIS process. The proto-

type includes both FG-OTA1 and FG-OTA2. DC and AC responses of the FG-OTAs

were measured. Figure 41(a),(b) shows the measured transient common-mode re-

sponse of the two OTAs. For both circuits, a DC input common mode sweep was

performed to determine the input common-mode range. Figure 41(c) shows results
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Figure 41. Common-mode measurement for the programmable FG-OTAs: Transient
common-mode response (a) FG-OTA1 circuit (b) FG-OTA2. Response is shown for
10kHz input common-mode signal at 200mVpp and 1Vpp. The input signal rides on
a DC level (not shown) of VCM= 1.2V. Input common-mode DC sweep response for
FG-OTA1 are shown in (c). Plots show output common-mode voltage for three values
of bias currents–4nA, 40nA and 120nA. Output common-mode voltage is held at 1.55V.
Plot (d) shows output common-mode voltage for FG-OTA2 as the reference voltage to
the CMFB circuit is varied.

for FG-OTA1, while Fig. 41(d) shows the corresponding curves for FG-OTA2. It is

seen that for both OTAs the input common-mode range to restricted to less than

1.7V. This limitation is caused by bias transistor operating out of saturation region

due to voltage headroom issues.

Multiple copies of these OTAs were realized with different input capacitance Cin

between the input node and the floating-gate node. The objective, was to see the

potential increase in linearity due to capacitive attenuation as is shown later. For

FG-OTA1, the differential inputs were swept to obtain the curves in Fig. 42(a). From

these curves the DC gains were computed and they were close to the theoretical values.
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Figure 42. Differential gain measurement and frequency response for the programmable
OTA: (a) DC differential input sweep for the FG-OTA1 circuit with varying Cin values–
20fF, 60fF and 120fF. Measured DC gains are 40.01V/V, 60.77V/V and 95.75V/V,
respectively. The gain is a function of the capacitance Cin connecting the differential
input to the floating-gate node. (b) Experimental frequency response of FG-OTA1 for
two different programmed bias currents.

As can be clearly seen, the input linear range increases as the Cin is decreased. This

is due to fact that the capacitive attenuation of the input signal increases as the input

capacitance decreases.

Experimental frequency response measurements of FG-OTA1 are shown in Fig. 42(b).

It may be noted that the differential gain is lower than predicted by SPICE. This can

be attributed partly to test setup inaccuracies and to the difficulty involved in mea-

suring the open-loop gain of a high gain amplifier.

5.1.4 Comparison of FG-OTA1 and FG-OTA2

In the previous sections, we presented two implementation of programmable OTAs

using floating–gate devices along with their results. In this section, we will summarize

the performance of the two implementations along with elaborating on the advantages

and disadvantages of the two implementations.

The primary advantage of FG-OTA1 as compared to FG-OTA2 was that it did

not required any external circuit for common–mode feedback and thus, making it

compact. It uses the same floating–gate capacitors, which were used to match the
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output current sources, in feedback to obtain the CMFB. These capacitors do not

affect the DC gain by loading the output node at DC, yet they perform the CMFB

operation all the way down to DC. The capacitors can be made a part of the physical

capacitor at the output of the OTA that is used to implement the filter corners.

Any mismatch in the PMOS current sources and NMOS current mirrors will cause

the common–mode voltage to move accordingly such that the currents are balanced.

This can be considered an advantage or disadvantage of the FG-OTA1 implementa-

tion. The advantage is that it can be used to set the common–mode voltage where

desired by accurate programming, depending on the next stage. This eliminates the

need for a dedicated reference to generate the common–mode voltage as is the case

for FG-OTA2. Even though the common–mode output voltage for both V +
out and V −

out

moves, it will move together up or down to balance the currents as long as transistors

N6 and N7 are matched reasonably. The matching between N6 and N7 can become a

real issue for this implementation as any mismatch may cause the two common–mode

output voltages to move differently and may even saturate one side while keeping the

other balanced. This effect can be sorted out by careful programming of either the

input transistors or output current sources to account for this mismatch as was done

for our measurements. However, this process is iterative and can be very slow as far

as real operation is concerned. This limits the use of this configuration as such in

filter implementations. This effect becomes more prominent if the output stage is

cascoded to increase the DC gain.

Although FG-OTA2 has the disadvantage of consuming more area and requiring

a dedicated reference to set the common–mode, it has several advantages that make

it relatively easy to use in filter designs. FG-OTA2 can be easily cascoded to give

a high output resistance, which decreases the dominant pole of the OTA-C block,

giving it a more ideal integrator behavior over a wider frequency range. The high

output resistance also results in higher gain for FG-OTA2. The cascoded NMOS
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Figure 43. Programmable, fully differential Gm − C second-order sections: (a) Block
diagram of a standard Gm−C Lowpass biquad. (b) Block diagram of a standard Gm−C
Bandpass biquad.

current mirrors reduce the channel length modulation effect when mirroring currents.

The output common–mode in FG-OTA2 is externally set by Vref and can be fixed to

any desired voltage and does not depend a whole lot on the device properties unlike

FG-OTA1. This helps in the cascading these OTAs to design higher–order filters

without worrying about the common–mode of the next stage.

Due to the advantages of FG-OTA2 as compared to FG-OTA1 in terms of ease of

design and performance, FG-OTA2 was used to design second–order programmable

filter sections. In the next section, we discuss the design of these second–order sections

using FG-OTA2s and present their experimental results.

5.2 Programmable Gm − C Filter Sections

As discussed earlier, continuous-time can easily operate on high–speed signals and

have a significant speed advantage over their switched–capacitor counterparts. One
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of the major challenge in designing these filters though is to have some tuning circuitry

that can accurately set the filter response after fabrication [43, 44]. This is due to the

fact that their filter coefficients are determined by capacitors and transconductance

values.

We present an approach using our programmable OTAs that will not only help

tune the filter to get desired Q and time constants but also compensates for any

offset due to mismatch. We discuss the design of programmable second–order sections

because any higher order filter can be realized as a cascade of several second–order

biquad sections. A biquad structure is a second–order filter structure that allows for

independent tuning of the center frequency and quality factor, Q, based on the circuit

components. It can be easily modified to be used as a lowpass, bandpass or highpass

filter configurations. The general biquad transfer function is given as,

Vout

Vin

=
k2s

2 + k1s + k0

s2 + sω0

Q
+ ω2

0

(69)

Here, ω0 and Q are the pole frequency and pole Q, respectively, whereas k0, k1 and

k2 are arbitrary coefficients that determine the filter type. Although there are several

ways to realize higher order filters, cascade filters are the easiest to design as well as

to tune.

5.2.1 Second–Order Sections (SOSs)

We used the FG-OTA2, as discussed in the previous section, to design OTA-C based

second–order biquad sections. We designed and fabricated both a programmable,

fully differential lowpass (LPSOS) and a bandpass second–order section (BPSOS) on

a 0.5µm n-well CMOS process available through MOSIS. Any higher order filter can be

realized as a cascade of biquad filters. Although there are several ways to realize higher

order filters, cascade filters are the easiest to design as well as to tune. The paper

presents experimental results from two such programmable biquads: the lowpass

second-order section (LPSOS) and the band pass second-order section (BPSOS) as
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Figure 44. Lowpass SOS Experimental Results: (a) Measured differential and common-
mode gain for the LPF programmed to different corner frequencies (200kHz - 2MHz).
The measured common mode gain for lowpass biquad agreed with simulated values.
(b) Measured differential gain for the LPF showing the Q variation for different pro-
grammed bias currents. (c) Measured plot to compute the 1-dB compression point
for a LPF tuned at 1MHz for two different programmed Q values. The currents were
initially programmed to give a flat response and then current setting the lower time
constant was increased using injection to make the poles complex and give a Q-peak.

shown in Figure 43(a) and 43(b). These basic building blocks can be used to design

higher order bandpass filters for analog signal processing applications. FG-OTAs are

used as programmable Gm elements in Figure 43(a) and 43(b).

5.2.1.1 Lowpass SOS

Figure 1(a) shows the block diagram of the lowpass biquad (LPSOS) using FG-OTA’s.

The transfer function of the SOS is:

Vout

Vin

=
Gm4

Gm1

s2C1C2

Gm1Gm2
+ sGm3C1

Gm1Gm2
+ 1

(70)

If C = C1 = C2 and Gm = Gm1 = Gm2, the time constant (or corner frequency) and

Q for complex-conjugate poles is given by:

τ =
1

ω
=

C

Gm

,Q =
Gm

Gm3

(71)

A desired corner frequency can be obtained by programming the bias current that

control Gm, while the Q of the filter can be independently set by adjusting Gm3.
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Figure 45. Bandpass SOS Experimental Results: (a) Experimental results showing the
programming of the low corner of the Bandpass filter. Corner frequencies were pro-
grammed at 25kHz, 50kHz and 100kHz. (b) Experimental results showing the program-
ming of the high corner of the Bandpass filter. Corner frequencies were programmed
at 1MHz, 2MHz and 4MHz. (c) Experimental results showing programming of the low
corner of the Bandpass filter for different Q values. As the Gm is increased, Q increases
and the center frequency also increases as predicted by (5).

5.2.1.2 Bandpass SOS

Figure 1(b) shows the block diagram of a Gm−C BPSOS using four FG-OTAs. The

transfer function of the SOS is give by :

Vout

Vin

=
sGm4C1

Gm1Gm2

s2C1C2

Gm1Gm2
+ sGm3C1

Gm1Gm2
+ 1

(72)

If C = C1 = C2 and Gm = Gm1 = Gm2, the time constants for real poles, using the

dominant pole approximation, are given by:

τl ≈ Gm3C

G2
m

,τh ≈ C

Gm3

(73)

The time constant (or corner frequency) and Q for complex conjugate poles is given

by:

τ =
1

ω
=

C

Gm

,Q =
Gm

Gm3

(74)

It can be observed from (4) and (5) that the corners and the center frequency of

the BPSOS can also be set by programming the FG-OTAs.

5.2.2 Experimental Results

Figure 44(a) shows measured data of the differential gain of the LPSOS for different

programmed Gm
′s while keeping the ratio Gm over Gm3 constant. As can be seen, the
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Figure 46. BPSOS Performance: ((a) 1-dB compression points for a BPF tuned at
different frequencies. (b) Output referred spot noise of Bandpass filter tuned at 2 MHz
and 4 MHz. The noise obtained at these frequencies is mostly thermal.

corner frequencies move linearly (200kHz - 2MHz) with the bias current as long as

the input transistors operate in sub-threshold. This is due to the fact that transcon-

ductance varies linearly with bias current in the sub-threshold region. Figure 44(a)

also shows the common-mode gain for these structures for different bias currents sug-

gesting a good CMRR. The experimental results correlated well with the simulations

for these plots.

Experimental results of the LPSOS for different programmed Q values are shown

in Figure 44(b). This was done by programming different Gm values. The corner

frequency also moves as expected from (2). The Q values can be independently

adjusted by programming Gm3.

Figure 44(c) shows the measured output power for varying input power of the

lowpass SOS when tuned to 1MHz corner for the two different Q values. This mea-

surement can be used to find the 1-dB compression point of the system by doing a

simple curve fit. The linearity of the system deteriorates with higher Q due to higher

gain in the system. The measured 1-dB compression for the high Q and low Q case

was 160 mVpp and 280 mVpp, respectively.
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Figure 47. Die Micrograph: The circuit prototype was fabricated in a 0.5µm n-well
CMOS process. The total area for the BPSOS and LPSOS is 0.135mm2.

Figure 45(a) shows the experimental response of the BPSOS with different pro-

grammed Gm
′s. As predicted in (4) the low corner changes while keeping the high

corner constant (Gm3 is kept fixed). Figure 45(b) shows the measured response for

the BPSOS, where the high corner has been moved independent of the low corner

frequency. It follows from (4) that this is accomplished by programming the bias

currents controlling Gm3, and keeping the ratio Gm3 over Gm
2 constant. Figure 45(c)

shows the filter response for different Q values. Here Gm was programmed so com-

plex poles were obtained. The center frequency will also vary as a function of Gm.

Careful programming of these FG-OTAs can give varying values of Q for different

center frequencies.

The measurement used to compute 1-dB compression of the BPSOS for three

different corner frequencies, with similar Q and gain, is shown in Figure 46(a). The

linearity is similar for the three different frequencies in this case by design and is about

397 mVpp ( or -11 dBm). Figure 46(b) shows the output-referred noise spectrum of

the programmed BPSOS with center frequencies of 2 MHz and 4 MHz. The spectrum

looks like that of the tuned filter response as expected. The noise at these frequencies
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is purely thermal as can be observed from the measured data. The worst-case input-

referred spot noise power occurs at the center frequencies and is -109 dBm. Figure 47

shows the circuit prototype fabricated in a 0.5µm n-well CMOS process. The total

area for the BPSOS and LPSOS is 0.135mm2. The filters can be programmed to

desired corner frequencies and Q values.

5.3 Summary

In this chapter, we discussed design of programmable continuous time filters. These

filters can be programmed to operate anywhere from audio band to lower MHz band

after fabrication. We presented experimental results from two programmable Gm−C

biquads: the lowpass second–order section and the band pass biquad. Any higher

order filter can be realized as a cascade of biquad filters. Although there are several

ways to realize higher order filters, cascade filters are the easiest to design as well as to

tune. Based on the above measurements, it is possible to design a fully programmable

higher order bandpass filter that can be tuned to different responses (like Butterworth,

Chebyshev) at different frequencies by programming appropriate coefficients.
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CHAPTER 6

CONTINUOUS-TIME C4-FILTERS

As mentioned in the previous chapter, with increasing trend of designing power-

efficient analog circuits for portable applications, the demand is high for Gm−C filters

with better performance in terms of speed, area and power consumption. Traditional

Gm − C filter implementations based on Operational Transconductance Amplifiers

(OTAs) that were discussed in previous chapter are area-intensive, thus making them

unsuitable for filter-bank applications.

In this chapter, we present a programmable, continuous-time, bandpass filter sec-

tion that is compact and power efficient. This programmable filter element, shown in

Fig. 48, will be referred to as the capacitively coupled current conveyer (C4) due to

the similarity to the current conveyer structure [Ismail REF]. The corner frequencies

and Q-values for this element depends on the bias currents. These current sources

are implemented using floating-gate devices and can be accurately programmed [20].

Earlier discussions have showed an initial approach and potential applications, espe-

cially in the audio band, for these filters [51, 11]. In this chapter, we will present a

rigorous design procedure for the filter section.

We also present the design of higher-order filters using our programmable filter

element, as is depicted by the cascade of our filter sections in Fig. 48. The design

equations presented can be easily used to synthesize first-pass circuit parameters,

according to the desired specifications, using any standard software, such as MAT-

LAB. The designed higher-order filters can easily be tuned to desired transfer func-

tions, such as Butterworth and Chebyshev, after fabrication by simply programming

floating-gate current sources.

In section 6.1, we discuss the design of the programmable 2nd-order bandpass

element. We present all the design equations to be used in obtaining parameter
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Figure 48. Block diagram and schematic of the filter element.: Block diagram of 10th-
order filter and circuit schematic of the core filter element. Floating–gate transistors
can be programmed to set the desired bias current and, thus, accurate time constants
and quality factor, Q. All other parameters can also be set using capacitor ratios.
Transistor MD, as shown by a special symbol, is a short–channel device that can be
used to increase linearity at the low corner frequency.

values for first-hand design. Section 6.2 presents an equivalent model for high Q cases.

This simplified model can be used to determine various performance parameters. In

section 6.3, we present the measured results for 2nd- and 4th-order filters. Section 6.4

presents the design of a 6th- and 10th-order filter using our core programmable filter

section. We also present measured results for the designed filters programmed with

a Butterworth approximation. We conclude the discussion in section 6.5 with a

summary of performance.

6.1 Design Considerations of Programmable Bandpass C4 El-
ement

Our core programmable 2nd-order filter element was developed from the autozeroing

floating-gate amplifier (AFGA) [52], shown in Fig. 49(b). The lower time-constant

in the AFGA is small since it is set by hot-electron injection current and tunneling
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Step response of the C4 when the two corners have crossed each other, thus given slight
resonance within the filter response.

current, which are both typically small. This circuit was modified such that both time-

constants can be set using transistor bias currents, and the resulting circuit, shown

in Fig. 49(a), is a simplified half circuit of the C4 [53]. By adding programmability

through floating-gate transistors, the complete C4 is as shown in Fig. 48. Transistor

MD, as shown by a special symbol, is a short–channel device that can be used to

increase linearity at the low corner frequency. This will be illustrated later in the

discussion.

Using the simplified half-circuit, shown in Fig. 49(a), of the programmable core

filter element, the transfer function can be obtained by analyzing the small-signal

circuit model for this half circuit. The transfer function is given by

Vout

Vin

= −C1

C2

sC2

gm1
(1− sC2

gm4
)

s2 (CT Co−C2
2 )

gm1gm4
+ s( C2

gm1
+ C2

gm4
(Co

C2
− 1)) + 1

(75)

where the low and high time constants (τl and τh), and the high-frequency zero (τf )

85



can be observed as

τl =
C2

gm1

, τh =
(CT Co − C2

2)

C2gm4

, τf =
C2

gm4

The low and high time constants are set independently of each other by program-

ming gm1 and gm2 (shown in Fig. 49(a)), respectively. As a result, the C4 can be

programmed to act purely as an integrator or a differentiator, as is shown in Fig. 50.

By moving the time constants closer to each other, the C4 takes on a bandpass re-

sponse. Crossing the time constants even introduces slight resonance into the filter

response, as is also shown in Fig. 50. The zero τf is designed to be at sufficiently high

frequency such that it lies well outside the passband and does not affect the response

of the filter section. The quality factor, Q, and the center frequency for a particular

value of bias currents are given by:

Q =

√
(CT Co − C2

2)gm1gm4

C2gm4 + CLgm1

, τ =

√
CT Co − C2

2

gm1gm4

For high values of Q (> 1), the expression for Q and τ can be reduced to

Q =

√
CT Cogm1gm4

C2gm4 + CLgm1

, τ =

√
CT Co

gm1gm4

The total capacitance, CT , and the output capacitance, Co, are defined as CT =

C1 + C2 + CW and Co = C2 + CL. Transconductances gm1 and gm4 depend on the

current flowing through transistor M1 and M4, respectively. The gain of the filter

element is set by capacitor ratios and can, thus, be set accurately. The value of Q can

be programmed by changing the ratio gm1/gm4. Figure 51 shows the plot of Q versus

Id1/Id4. The plot clearly illustrates that maximum Q peak occurs for a certain value

of Id1/Id4 (thus, gm1/gm4) and goes down as the ratio is either increased or decreased.

This is as predicted by 76. Assuming capacitance C2 is small in comparison to CL,

the maximum Q-peak value, as shown in Fig. 51, can be derived from 76 to be

Qmax ≈ 1

2

√
CT

C2

(76)
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Figure 51. Q peak versus bias current ratio.: A maximum Q peak is defined for a given
ratio of bias currents. As the current ratio changes, the Q peak value decreases.

The value of Qmax that can be obtained from a designed C4 can be increased when

the drawn capacitance C2 is made small in comparison to CL. In the case of no

drawn physical capacitance C2, the effective capacitance depends on Cgd4 and Cgs1.

The short-channel device, MD as shown in Fig. 48, helps in alleviating the effect of

Cgs1 on the value of Q by reducing the effect of this coupling. Depending on the

center frequency and Q requirements, these equations can be used to compute initial

(W/L)s for each transistor depending upon the bias current and transistor region of

operation. We now will derive and present equations assuming the transistors are

operating in sub-threshold, which is usually the case for frequencies up to low MHz.

These equations can be easily extended to the above-threshold region.

The initial (W/L)s can be used to compute the parasitic capacitances, provided

the bias voltages at each node is given. These parasitic capacitance values will give the

values of drawn physical capacitances that will also affect the performance parameters.

The drain current, Id, for a nMOS transistor in sub-threshold is given by

Id = Ioe
(κVg−Vs)/UT eVd/VA (77)

where Io is a process dependent constant. Vg, Vs, Vd, VA and UT are the gate, source,

drain, Early, and thermal voltage, respectively. Applying KCL at nodes Vout and V1
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in Fig. 49(a) and neglecting the Early affect, we get

Ioe
κV1/UT = Ioe

(VDD−κVτh)/UT (78)

Ioe
(κVout−V1)/VA,D = Ioe

κVτl/UT

where VA,D is the early voltage for the short-channel device, MD, and Io for PMOS

and NMOS were assumed to be same. Solving these two equations gives the node

voltages as,

V1 = (
VDD

κ
− Vτh) (79)

κVout = V1 +
κVA,DVτl

UT

The total capacitance that will affect the final filter response is given by

CW,tot ≈ CW,drawn + Cgs,4 + Cdb,2 + Csb,D (80)

C2,tot ≈ C2,drawn + Cgd,4

CL,tot ≈ CL,drawn + Cdb,4 + Cdb,3 + Csb,D

Using the above design equations, the circuit parameters meeting the desired speci-

fications for the first-hand design can be easily synthesized using any software such

as MATLAB. As can be seen from the above equations, the corner frequency and the

Q-value also depend on the transconductances and, therefore, the DC bias current.

Thus, the filter element can be easily fine-tuned after fabrication to the desired corner

frequencies and Q-values by programming the gm1 and gm4. This programmability is

achieved using the floating-gate current sources [20], as shown in Figure 48. These

floating-gate transistors (M3N , M3P , M5P and M5N) can be accurately programmed

to any desired current level, as will be discussed in section III. Transistors M1N , M1P ,

M4P and M4N can operate in sub-threshold or in moderate inversion depending on

the desired frequency response.

Figure 49(d) shows the equivalent circuit schematic of C4 for low-frequency oper-

ation. Transistors M3 and M4 form a high-gain inverting amplifier at low frequency
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corner. The short-channel device, MD as shown in Fig. 48, helps to increase linearity

at the lower corner frequency by source degeneration. To derive the linearity, using

KCL at node Vout and V1 gives

V1 = (1 +
CL

C2

)Vout (81)

CT
dV1

dt
= C2

dVout

dt
+ C1

dVin

dt
+ Iτ,l(e

κVout
VA,D − 1)

Neglecting the transient current through the transistor M1 as compared to the ca-

pacitive currents at the corner frequency, input linearity can be obtained as

VLi =
VA,D

κ

CT Co

C2C1

(1− C2
2

CT Co

) (82)

The increase in linearity can be derived from the small-signal model of the circuit

shown in Fig. 49(f) and is given approximately by gmro. This increase is VA,D/UT

for the subthreshold operation of transistors M1 and MD. Transistors M1 and MD

usually operate in subthreshold as the bias current required to set the lower time-

constant is typically small. Figure 49(c) shows the equivalent circuit schematic of

C4 for high-frequency operation. The linearity at the higher corner can be set by

capacitor, CW , due to capacitive attenuation at the input. The input and output

linearity at the high-frequency corner can be obtained using 77 along with Fig. 49(e).

Assuming that the current through transistor M4 will be small as compared to the

capacitive currents above the high-frequency corner, the linearity for sub-threshold

operation can be determined by,

VLi =
UT

κ

CT

C1

(1− C2
2

CT Co

) (83)

VLo =
UT

κ

CT

C2

(1− C2
2

CT Co

)

The output referred noise of the 2nd-order section tuned to a particular response is
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Figure 52. Model of C4 for Q > 0.5.: Equivalent small-signal model of the C4 developed
for Q > 0.5 showing the effective inductance and capacitance that depends on the circuit
parameters. This model can be used to get a intuitive feeling and hand calculate a lot
of performance parameters for the high-Q case.

given by :

V 2
no = (

1

s2τlτh + s(τl + τf (
Co

C2
− 1)) + 1

)2[(
sC2 − gm4

gm1gm4

)2(I2
1+I2

2 )+(
sCT + gm1

gm1gm4

)2(I2
3+I2

4 )]

(84)

where I1, I2, I3, I4 are noise currents (thermal and flicker noise contribution) for tran-

sistors M1N ,M1P ,M2N ,M2P , M3N ,M3P ,M4N and M4P , respectively. As can be seen,

the transfer function of the noise depends on the response of the filter and the circuit

parameters. This expression can be used to design the filter element for good noise

performance.

6.2 Equivalent Model for High Q case

To understand better the high Q (>0.5) case, we develop a small-signal model of C4

that can be used to find the dependence of performance in terms of circuit parameters.

Figure 49(a) shows the schematic of half-circuit for C4. The voltage gain around the

high-gain stage is given by,

Vo

V1

=
−gm4r04

1 + sCLr04

≈ −gm4

sCL

(85)

If C2 is small, then at high frequencies, using the Miller approximation in the small-

signal model, the feed-forward current through C2 can be neglected. The Miller
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capacitance is given by

CMiller =

(
1 +

gm4

sCL

)
C2 (86)

This gives the reactance at that node as,

X1C ≈ 1

s
(
1 + gm4

sCL

)
C2

≈ 1
gm4

sCL
C2s

≈ CL

gm4C2

(87)

Figure shows the circuit schematic that can be used to compute the effective

susceptance (XL). Applying a test signal Vt and using KCL at the test node gives,

It + gm1 (Vo − Vt) = 0 (88)

It = gm1 (Vt − Vo) (89)

sCLVo + gm4Vt = 0 (90)

Vo = − gm4

sCL

Vt (91)

Solving for It using the above equations,

It = gm1

(
1 +

gm4

sCL

)
Vt (92)

This gives the effective susceptance looking into the test node as

XL =
sCL

sCLgm1 + gm1gm4

(93)

Figure 52 shows the developed equivalent small-signal schematic for the Q > 0.5 case.

This model can be used to evaluate the performance of the filter-section for high-Q

cases. Using the small signal model shown in Fig. 52,

Vx

sCL

gm1gm4

+ gm1Vx + gm4
C2

CL

Vx + s (C1 + CW ) Vx = sC1Vin (94)

Vx

Vin

=
sC1

gm1gm4

sCL
+

(
gm1 + gm4

C2

CL

)
+ sCT

(95)

Vo

Vx

=
−gm4

sCL

(96)
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Figure 53. Measurement showing the programming of high and low corner frequencies.:
The measured frequency response showing how the high and low corner frequencies can
be programmed separately.

Vo

Vx

=
−sC1gm4

s2CT CL + s (gm1CL + gm4C2) + gm1gm4

(97)

≈ −sC1gm4

s2CT CO + s (gm1CO + gm4C2) + gm1gm4

(98)

This derived transfer function is similar to the original transfer function (given in 1)

except the high frequency zero τf . This equivalence shows that this circuit model can

be used to compute the performance of filter section for high Q (> 1).

6.3 Experimental Results for Bandpass Filter Sections

Based on the design equations discussed, we designed and fabricated 2nd- and 4th-order

filter sections in 0.5µm CMOS technology. The designed filters had our floating-gate

MOS transistors that can be programmed to have any desired bias current. Figure 53

plots the frequency response measurement of the 2nd-order filter section. The plot

clearly illustrates that both high (10kHz, 11kHz, 12kHz) and low (100Hz, 200Hz,

300Hz) corners can be individually programmed to desired frequency accurately us-

ing our floating–gate technology. Figure 54 shows the measured response of a 2nd-

and 4th-order filter when programmed over decades of frequency. The 4th-order filter
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Figure 54. Measurement showing the programmed corner frequencies.: The measured
frequency response showing that the filter can be programmed over a wide range of
frequencies from 10Hz - 10MHz. Results are shown for 2nd- and 4th-order filters. Sim-
ulations of the filter, shown as dashed lines, matched well with the measured results.
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Figure 55. Measurement showing tuning of the filter element.: Measured frequency
response of 2nd-order filter tuned at 9KHz, 10KHz and 11KHz. Plot shows that the
center frequencies can be fine-tuned by setting the desired bias current accurately using
floating–gate transistors.
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Figure 56. Q-tuning measurement: Measurement showing a Q-value of 70 obtained for
a 4th-order filter tuned at 1MHz center frequency. The value of Q can be determined
by the 3-dB bandwidth and the center frequency.
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due to the source-degeneration effect.
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frequencies.
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Figure 60. Input capacitance dependance on frequency.: Simulation results showing
that the input capacitance of the C4 varies with frequency.

was built by cascading two programmable 2nd-order sections. The filter responses can

be programmed anywhere from 100Hz to 10MHz. Simulations of the filter sections

matched well with the measured response as can be seen from Fig 54. The mea-

surements were limited to 1MHz due the output buffers (f−3dB = 10MHz). Figure 55

shows the filter response (Q > 0.5) of a 2nd-order section when fine-tuned over a small

range of frequencies (9-11kHz). Figures 54 and 55 show that the filter topology can be

both programmed over a wide frequency range and fine tuned over a small frequency

range, if required. The designed 2nd- and 4th-order filter sections can be programmed

to give Q-values up to 9 and 70, respectively. Figure 56 shows the measured plot of

a 4th-order filter tuned at 1MHz to have a Q of 70.

Figure 57 shows the measurement to compute the 1-dB compression point for 2nd-

and 4th-order sections for two different values of programmed Qs. As expected, the

linearity degrades as the Q-value increases. The values of linearity for the 2nd- and

4th-order sections tuned to have a Q of 2.5 and 5.2, respectively, at 1MHz were found

to be -24dBm (83mVpp) and -42dBm (11.5mVpp), respectively. Figure 58 shows the

measurement to compute the 1-dB compression point for different values of Vbias for

a 2nd-order section programmed to have a low Q. It can be clearly seen that the
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Figure 61. Magnitude response and noise spectrum of a 6th- and 10th-order filter.: (a)
Measured magnitude frequency response of a 6th- and 10th-order filter designed using
2nd-order sections. (b) Plot showing output referred noise spectrum for the 10th-order
filter.

linearity increases from -8.5dBm to -5dBm as Vbias is decreased from 3.3V to 1.9V.

This increase in linearity comes at the cost of lowering of the low frequency corner

due to the source degeneration effect. Thus, the current, I2, needs to be programmed

to a higher value than before to get the same lower time constant.

Figure 59 shows the output-referred noise measurement of the 2nd- and 4th-order

filter sections for various programmed corners. The noise spectrum looks like the fre-

quency response of the tuned filter, as expected from (84). Figure 59 also shows that

overall noise spectrum decreases as the programmed center frequency is increased.

This can be attributed to the 1/f component of the noise spectrum. The measured
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Table 2. Performance Summary for the C4 filter
Parameter 2nd-order 4th-order 10th-order
Frequency 100Hz- 100Hz- N/A

Range 10MHz 10MHz
Q range < 9 < 72 N/A

Output Noise -100dBm -84dBm -78dBm
(dBm @ 1MHz) (VBW = 10Hz)
(VBW = 1Hz)
Total Power 0.1nW-15µW 0.25nW-15µW 20µW

(with buffers) @ 1MHz
SNR @ 1MHz 86dB 72dB 55dB

Area 2.1e3µm2 4.8e3µm2 13.2e3µm2

Programming < ±0.2% < ±0.2% < ±0.2%
% error

Programming Hot–electron and Fowler-Nordheim
mechanism injection tunneling
Tunneling 15 15 15

Voltage (V)
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Figure 62. Micrograph of the 10th-order filter-bank chip.: Chip micrograph of filter-bank
chip, with 16 filters, that was used to measure the 6th- and 10th-order filter response.
The chip includes logic and control circuitry that is used for programming. The area
of the entire chip was 1.1 mm2.
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output spot-noise at 1MHz for the 2nd-order section was found to be -100 dBm (using

VBW = 1Hz).

6.4 High-Order Filter Implementation

We used the 2nd-order section, discussed above, in cascade to implement higher-order

filters. Figure 48 shows the block diagram of the 10th-order filter using these core

2nd-order sections. These higher-order filters can also be tuned to desired transfer

functions, such as Butterworth and Chebyshev, after the circuit has been fabricated.

The 2nd-order sections were designed such that the Qmax (76) is greater than that

required by the higher-order filter specification. The coefficients can be set by ac-

curately programming the floating-gate currents. As evident from the schematic in

Fig. 48, the input capacitance changes with frequency. Figure 60 shows the depen-

dance of input capacitance with frequency for different values of CW . This becomes

a problem when these sections are cascaded. As value of CW is increased such that it

becomes the dominant capacitance, this frequency dependance goes down. But this

comes at the cost of area and speed performance, and is impractical for filter-bank

applications due to area constraints. A unity-gain buffer was introduced between each

stage, as shown in Fig. 48, to take care of varying input capacitance without increas-

ing CW . The buffer was designed to have a good frequency response and linearity

and thus, had no effect on the performance of the system.

Figure 61 shows the frequency response of a 6th- and a 10th-order filter tuned

to have a center frequency of 1MHz. These filters can be tuned to have different

center frequencies. The limitations in the measurement for high frequency was once

again the output driving buffer. The designed 10th-order filter was compact and

power efficient. This filter can be used in a variety of filter-bank applications [51, 45].

Figure 62 shows the die photograph of the chip with 16 filters that was used to take

the measurements. This chip can be configured as a bank of 6th-order or 10th-order
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filters depending on the application.

6.5 Conclusion

We presented a compact continuous-time (Gm−C) bandpass filter circuit that can be

programmed to operate from 100Hz to 10MHz center frequencies. Table I summarizes

the measured performance of all the filter sections fabricated. We demonstrated

the characterization results for the basic 2nd-order and 4th-order sections designed

for high Q’s. The experimental results presented were from a 0.5µm double-poly

CMOS process; these results scale straightforwardly to other CMOS processes. The

measurements show an SNR of 86dB and 72dB, respectively, for a 2nd-order and

4th-order section at a center frequency of 1MHz. We obtained Q’s as high as 70

from the 4th-order sections. We also presented results for a 6th- and 10th-order filter

fabricated by cascading the 2nd-order sections. These filters were programmed at a

center frequency of 1MHz to have Butterworth coefficients. The measured SNR was

51dB for the 10th-order filter programmed at 1MHz. The low power consumption and

low area make these extremely attractive for filter-bank applications [51, 45].
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CHAPTER 7

CURRENT-MODE LOGDOMAIN-FILTERS

One of the major limitation of Gm−C continuous-time filters is the limited linearity

that they can achieve due to their inherent voltage-mode nature and dependence on

transconductance of transistor for corner frequencies. To address this, we present

design of current-mode continuous-time log–domain filters. Log–domain filters have

recently become an integral part of family of continuous-time filters. These filters

have externally linear transfer function but internally are highly non-linear. All the

log-domain filters use translinear elements to do the filtering on logarithmically com-

pressed voltage signals. The internal exponential and logarithmic non-linearities of

these translinear elements are used to design filters with the possibility of wide dy-

namic range. Also, these filters become important in systems with low supply voltages

and hence, low voltage signal swings as most of the processing is done in current-mode.

Figure 63 shows the block diagram that illustrate the basic idea behind a log–

domain filter. A log–domain filter can be conceived as a circuit composed of both

linear and non–linear elements, which, when placed between a log converter and an

anti-log converter, will cause the system to act as a linear filter. The most important

component of a log-domain filter is the translinear element. We use a multiple-input

translinear element (MITE), as proposed in [54], which uses floating-gate (FG) tran-

sistors operating in subthreshold or weak-inversion. The advantage of using MITEs

is that they can be easily fabricated and characterized in a standard CMOS process.

In this chapter, we discuss the design of a fully tunable second–order bandpass

filters, as shown Figure 66 that was fabricated using MITEs. We present synthesis for

the second–order bandpass filter from state–space description, as explained in [55].

The second order sections can be used to then design higher order bandpass filters

by cascading these second order sections. Also, these higher order filters can be
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Figure 63. Block diagram of a log-domain filter.: Block diagram showing implemen-
tation of a log–domain filter. The signal is compressed into the log–domain and then
the filtering is performed. The output signal is then converted back using an anti–log
block.

(a) (b)

Figure 64. Square–root circuit implemented using MITEs: (a) Circuit schematic imple-
menting the square–root function using NMOS MITEs. (b) Measured results for the
implemented square–root circuit [13]. As can be seen, current–mode MITE circuits
give decades of linearity in terms of signal swing.

synthesized from the state-space methods as described in [56]. The use of FGs help

in making these filters tunable to get the desired frequency response and quality

factor, Q, along with correcting for any mismatches after fabrication. This becomes

extremely important in design of log-domain bandpass filters, which require current

subtraction to get the bandpass response.

7.1 Multiple Input Translinear Elements

The multiple–input translinear element (MITE) is a device that produces an out-

put current that is exponential in a weighted sum of its input voltages [54]. Such

devices can be implemented by multiple-input floating-gate transistors operating in
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sub-threshold, as shown in Fig. 65(a). The output current I is given by

I = Ise
(k1v1+k2v2+...+knvn)/UT (99)

where Is is a pre-exponential scaling current, kn is a dimensionless positive weight, Vn

is the nth input voltage, and UT is the thermal voltage, kT/q. Individual MITEs can

be networked together to construct low-power translinear circuits, called MITE net-

works. These networks can implement static or dynamic, linear or nonlinear systems

[54]. Figure 64(a) shows circuit schematic, using NMOS-based MITES, to compute

square–root [13].

I2
z = IxI1 (100)

Figure 64(b) shows the measured results for the circuit shown in Fig. 64(a). As can be

seen, log–domain circuits give decades of linearity in signal swing. The programmable

PMOS MITE that we use to implement the second order log-domain filter is shown

in Fig. 65(b). Apart from the other benefits mentioned in previous chapter, having a

cascode transistor makes this structure simpler to program, since during programming

we can isolate the MITE by simply setting Vpcascode to VDD and Vncascode to ground.

Given this architecture we are then able to synthesize a function entirely in the same

row or column of an array to maintain control of the gate line for programming.

The bias current sources Iτ1 and Iτ2 (see Fig. 66) are produced by a floating-gate

transistor, and mirrored through a NFET cascode current mirror (see Fig. 65(c)).

Through the use of a PFET floating gate transistor, we are able to accurately fix the

output current to any desired level by applying the same programming techniques

that are used for the MITEs.

7.2 Synthesis of Logdomain Filters

In this section, we will discuss synthesis of logdomain filters using state–space method

[57]. Figure 67 shows the building block for implementing log–domain filters. The
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Figure 65. Schematic of Multiple-Input Translinear Element (MITE) and cascode cur-
rent source: (a) MITE circuit symbol. The output current I is the exponential of a
weighted sum of the input voltages. (b) Fabricated MITE structure. This structure
entails the actual layout of the MITE, illustrating the PFET cascode and T-gates. This
allows for the MITE to be isolated in programming mode. (c) The input bias currents
are generated using this NFET cascoded current mirror in conjunction with a PFET
floating-gate transistor. The programming ability of the floating-gate transistor allows
for precise current levels.

two MITE elements have two inputs each of weight w. The relationship can be easily

derived using 99 as

Iout = Iine
w(V2−V1)/UT (101)

Thus, the output current is equal to the input current scaled by a gain that is the

exponential difference between the two input voltages V2 and V1. This is similar to

other log–domain filter blocks except for a sign difference. Any MITE log–domain

filter can be realized from the state–space description of the systems. A simple way

to derive such a description is from desired transfer function of the filter. The loga-

rithmic mapping between the voltage–state variable (of a voltage–mode filter transfer

function) and the current–state variable that are derived from them constrains the in-

put currents and the current–state variable to be strictly positive. After deriving the

state–space description, the MITE log–domain filter can be easily implemented using

the circuit structures shown in Figure 68. Figure 68 shows circuit structures for all

possible terms that can occur in a set of coupled first–order linear ordinary differen-

tial equations [57]. The implemented filter structure can be simplified by eliminating

unused outputs and sharing the diode–connected transistors with same inputs.
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Figure 67. Log–domain filter building block.: Building block circuit for MITE log–
domain filters.

The filter output can be generated by forming a weighted sum of current–state

variable. The weighted multiplication can be either done by sizing the MITEs or by

programming the bias currents of MITEs, as would be done in realizing the current–

mirrors. We use the latter to provide the weight coefficients. One scaled, these

currents can be properly added using KCL. Figure 66 shows the log-domain bandpass

filter using programmable MITEs using the synthesis and simplification procedure.

The transfer function of a second order log-domain bandpass filter is given by:

Iout,BPF

Iin

=
sA

s2τ1τ2 + sτ1 + 1
(102)
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Figure 68. Circuit structures for state–space terms.: The circuits shown implement the
following state–space terms [55] (a) τn

dIn

dt = ..... τn = CnUT

κIτn
(b) τn

dIn

dt = .... + annIn − ...

(c) τn
dIn

dt = .... − annIn − ... (d) τm
dIm

dt = .... + amnIm − ... (e) τm
dIm

dt = .... − amnIm − ... (f)
τn

dIn

dt = .... + Iin − ... (g) τn
dIn

dt = ....− Iin − ...

where A: the mid-band gain τ1, τ2 : time constants set by the dominant capacitances

in the circuit similar to the way as in Gm−C filters. Using these time constants, the

center frequency and the quality factor, Q, for a bandpass filter can be defined as:

τ =
1

ω
=
√

τ1τ2 (103)

Q =

√
τ2

τ1

(104)

Equation () can be represented in time domain as:

τ1
dI1

dt
= Iin − I2 (105)

τ2
dI2

dt
= I1 − I2 (106)

Iout,BPF =
dI2

dt
=

I1 − I2

τ2

(107)

where I1 is a temporary variable. Based on the above equations and the synthesis

method to implement first order systems, the second order system can be implemented

as shown in Figure 66.
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Figure 69. Wide range frequency tuning measurement: (a) Simulated corner frequency
tuning illustrating the wide range of possible frequencies.(b) Measured corner frequen-
cies. The corner frequencies are tuned to 20kHz and 200kHz.

7.3 Second–Order Logdomain Bandpass Filter

For the circuit schematic shown in Fig. 65 (d), the time constants are given by (using

the same notation as in [57])

τ1 =
C1

gτ1

, τ2 =
C2

gτ2

, (108)

where gτ1 , gτ2 are transconductances of the MITEs with currents Iτ1 and Iτ2 , respec-

tively. The bias current sources Iτ1 and Iτ2 (see Fig. 65 (d)) are produced by a

floating-gate transistor, and mirrored through a NFET cascode current mirror (see

Fig. 65 (c)). Through the use of a PFET floating gate transistor, we are able to accu-

rately fix the output current to any desired level by applying the same programming

techniques that are used for the MITEs.

As can be seen from 108, τ1 and τ2 depend on the transconductances of the
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Figure 70. Measurement showing frequency tuning: The corner frequencies are modi-
fied through the variation of Iτ1 and Iτ2. Simulated and actual results are plotted for
comparison.

MITEs. Thus, changing these time constants will change the center frequency and Q

of the filter section. Also, the response is sensitive to the current subtraction done

at the output. Thus, any mismatch in the current sources or in the MITEs currents

due to fabrication gradients will have a detrimental effect on the response. The weak

inversion operation of MOS further aggravates the problem of current mismatch. The

ability to program these FG elements takes care of any such mismatches. This along

with the already mentioned features of MITEs in [57] makes this structure a suitable

candidate for log-domain bandpass implementation. Using cascodes further makes

MITEs more robust to process parameters along with the additional benefits in the

programming logic, as mentioned in the above section. Thus, by programming the

current sinks Iτ1 and Iτ2 , the desired frequency response and Q for the bandpass filter
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can be obtained.

The synthesis procedure used to generate the second order bandpass filter can

be generalized to obtain a circuit schematic for a higher-order bandpass filter by

decomposing the n-th order system in n different first order equations. Also, higher

order bandpass filter can be made by cascading the second order sections discussed

above.

7.4 Experimental Results

Simulation plot showing that the designed filter can be tuned over a wide range of

frequencies is shown in Figure 69. Figure 69 shows the experimental result showing the

response at 20 KHz and 200 KHz, which matches with the corresponding simulations.

The measurements were limited due to the setup as will be explained in the next
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section.

Figure 70 shows the simulation and measured bandpass response for the pro-

grammed log-domain filter over a range of bias currents to give different corner fre-

quencies. The frequency response agreed well with the simulation results.

Figure 71 shows the results of the experiment to get different values of Q at the

same corner frequencies. In this experiment, Iτ1 and Iτ2 were programmed such that

the corner frequency was kept constant while changing the Q-peak only. This was

done by programming the currents to have a constant product but an increasing ratio

of
Iτ1

Iτ2
to increase the Q-peak. The experiment shows that a Q-peak of up to 15 can

be obtained from the designed filter.

7.5 Measurements

Since log-domain filters have current as input and output, care must be taken while

testing them. The measurements depend a lot on the dynamic range and frequency

response of the voltage to current conversion block at the input and vice versa at

the output. In the initial setup, to perform the measurements presented here, the

protoboard was used that had a large capacitance and a poor noise performance. This

limited the measurements as the performance of the discrete Op-amps, used to build

the input and output blocks, deteriorated due to the board.

The voltage to current conversion block at the input was implemented using a

discrete Op-amp in negative feedback to generate input current. The input amplitude

was limited to keep the input current as linear and distortion free as possible. In the

next chapter, we will present design of high–linearity input and output circuitry that

can be used to measure performance of various building blocks.
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7.6 Summary

We discussed a programmable second–order log-domain bandpass filter implemen-

tation using MITEs. We presented experimental results showing frequency and Q-

tuning for the circuit fabricated in 0.5µm double-poly CMOS process. The experimen-

tal results agreed with the simulation plots. The second–order sections gave Q values

of up to 15. These basic second order sections can be used to build programmable

higher order log-domain filters using MITEs.
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CHAPTER 8

MEASUREMENT ISSUES

Testing is an important part of designing analog systems operating at IF band fre-

quencies. This becomes even more critical when the signals are current–mode. Taking

clean measurements of the performance of these circuits involves the following:

� Measurement circuitry (on-chip) around the main circuit blocks to be able to

drive the output signal off-chip cleanly at relatively high speeds ( 1-100MHz).

� Off-chip instrumentation to take clean high speed measurements for verification

purposes.

This implies designing voltage–buffers with good linearity and frequency response

to drive off–chip loads, linear V-to-I and I-to-V converters for current–mode signals

and designing printed circuit boards (PCBs) to measure the performance. The instru-

mentation required to do these measurements include network analyzers and spectrum

analyzers that would operate over a range from 1KHz-100MHz. Presently, we do not

have a single equipment that covers the entire range. We used two network analyzers

with ranges of 1mHz-100KHz and 30KHz to 6GHz, respectively.

8.1 Analog Voltage Buffer

Figure 72(a) shows the circuit of a buffer designed to drive high off-chip loads. The

DC bias is set by the unity–gain buffer made by five transistor differential pair with

current–mirror load. The unity–gain buffer is biased to have a real low cut-off such

that it does not affect the signal that is being buffered. As evident, the designed

voltage buffer does not pass DC and very low frequency components depending on the

cut–off of the unity–gain setting up the bias. The gain of the buffer is decided by the

capacitor ratio and can be accurately set. The capacitors should be sized to be larger
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Figure 72. Analog buffer to drive off-chip loads: (a) Circuit schematic of the designed
output buffer. (b) Cut-off frequencies for various capacitive loads. The frequencies
were inversely proportional to the capacitance value.

than the Cgs of the transistors that is determined by the transistor dimensions. The

(W/L) of the transistor is governed by the required cut-off frequency. The designed

buffer is more linear and gives the maximum bandwidth/unit power compared to

some of the existing approaches. The use of capacitors instead of resistors give better

matching and also do not load the output node at low frequencies. Small–signal

model was used to analyze this circuit in more details and can be easily done by the

reader. Figure 72(b) shows the plot of cutoff frequencies for different loads obtained

from the same measurement. The circuit has a bandwidth of about 3.7 MHz for a

capacitive load of approximately 185 pF, which is very reasonable considering the

fact that most printed circuit boards have a typical capacitance between 10-20pF.

8.2 Linear I-V and V-I converter

Current-to-Voltage (I−V ) and Voltage-to-Current (V −I) converters play an impor-

tant role as interface/measurement elements in current-mode mixed signal systems.

Compact I − V and V − I converters are essential in realizing the high performance

offered by current-mode systems. Specifically, it is important that these interface
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used for I − V conversion. (c) Typical circuitry used for V − I conversion.

elements offer a high linear range, bandwidth and a variable conversion gain. More

importantly, their performance should remain unaffected by the loading effects of

current-mode systems.

A popular approach to implementing I − V converters is to configure an opera-

tional amplifier as a charge integrator. This approach, owing to sampling delays is

limited to measuring low frequency currents. A transimpedance amplifier, as shown

in Figure 73(b) provides continuous time I−V conversion and is a viable alternative.

This approach requires careful consideration to compensation to ensure good perfor-

mance [58]. Also, measuring small currents on chip is prohibitive owing to the large

values of resistors needed. Logarithmic converters using BJTs have a high dynamic

range but implement a non-linear current conversion and are not suited for standard

digital CMOS processes.

V −I converters play a vital role at the input interface of current-mode systems. A

common approach to current generation involves the use of an operational amplifier

with a MOS transistor M1 and a resistor R1 as shown in Figure 73(c). Negative

114



Ibias

x 100
x 10

Iin

I’in

S0
S1

M6

M8 M9

M7

M10 M2

M1 M3

VDD VDD

Vout
Vref

Ibias + Iin Ibias

A1

Ibias

Figure 74. Circuit Schematic of the proposed I − V converter: Transistors M1 − M2
perform the core I − V conversion while amplifier A1 serves to set the DC equilib-
rium for the high gain output voltage. Switches S0 and S1 implement input current
multiplications of 100 and 10 respectively to increase the linear range.

feedback ensures that the current through the transistor M1 is equal to the applied

input voltage divided by the resistor R1. For a given size of M1 and resistor R1, the

finite rail-to-rail output voltage swing of the amplifier poses the major limitation to

the achievable linear range of currents. Alternate approaches that have been proposed

for V −I converters [59], [60], [61], [62] suffer from limited linearity and/or susceptible

to loading conditions affecting performance.

We propose easy to design, high performance, compact interface circuits to aid in

the interface/measurement of current-mode systems. The proposed I − V converter,

uses the output impedance of MOS transistors to perform the current conversion

[63]. The key issue in using such an approach is the difficulty of biasing the high-gain

output node. This is addressed through the use of negative feedback and replica

biasing. The V − I converter described in this paper is compact, easy to design and

uses a single external resistor to set its transconductance. The design adopted in

this paper is an improvement over that in [62]. This makes the performance of the

V − I converter immune to loading conditions and experimental results are presented

as well.
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8.2.1 Current-to-Voltage Converter

Figure 74 shows the circuit schematic of the proposed I − V converter that consists

of the core converter, the replica biasing scheme and the current multiplication block

that provides current ranging capability. The I − V conversion is performed using

transistors M1 and M2 where transistor M2 is a common source amplifier with M1

being the active load. For no signal input, the DC operating point for the high gain

output voltage, Vout is designed to equal Vref through the use of replica transistor

M3, identical current source Ibias and the operational amplifier A1. On account of

negative feedback, the amplifier A1 sets the gate of M3 such that at a drain voltage of

Vref , its drain current equals Ibias. This ensures that the drain voltage of M1 equals

Vref as well.

An input current Iin, is mirrored through current mirrors M6/M7 and M10/M2

such that a drain current of Ibias + Iin flows through M2. Since, the current through

M1 is set to equal Ibias, the difference current ∆Iin causes a change in the output

voltage,(∆Vout) given by,

4Vout = (ro1‖ro2)4Iin = ro4Iin (109)

where ro1 and ro2 are the output impedances of transistors M1 and M2 respectively. It

should be noted that the conversion gain is set by the output impedances of transistors

M1 and M2 and can be designed to be quite large. Also, to a first approximation,

the I − V conversion given by (1) is linear.

The non-linearities and hence the distortion introduced can be estimated by

utilizing the relationship between the drain current of a transistor and its output

impedance. Assuming, a first order MOS model, the change in the output voltage, is

given by,

4Vout =

[
1

λ1Ibias

‖ 1

λ2(Ibias +4Iin)

]
4Iin (110)

Assuming, that the λ’s of M1 and M2 are equal and further assuming that the signal
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Figure 75. Measured results for the proposed I−V converter: The solid line represents
the theoretical linear fit and the o’s represent the measured data points. (a) DC sweep
with the internal current gain set to 100 with switch S0 set low and S1 set high. (b)
DC sweep with the internal current gain set to 10 with switch S0 set high and S1 set
low. (c) Measured plot that shows the 1 − dB compression point that occurs at an
input signal amplitude of 1.3µA. (d) Output voltage of the I −V converter for an input
sinusoidal current with an amplitude of 0.2µA at a frequency of 1KHz. (e) FFT of the
output voltage showing a second harmonic that is 40dB lower than the fundamental
and a THD of 0.82% . (f) Post-Layout simulation of the frequency response of the I−V
converter showing a bandwidth of 10MHz and a tranimpedance gain of 118KΩ that
agrees closely with the measured value of 105KΩ.

current is much smaller than the bias current Ibias, (2) simplifies to,

4Vout =
4Iin

2λIbias

[
1− 4Iin

2Ibias

]
= 4Iinro − 4Iin

2ro

2Ibias

(111)

From (3) it is clear that the second harmonic term and hence the distortion is propor-

tional to the input signal amplitude and is inversely proportional to the bias current.

This brings about a direct tradeoff between distortion and power dissipation. A dif-

ferential approach can help eliminate the even order harmonics and lead to lower

levels of distortion.

The I − V converter can be approximated to be a single pole system with the
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dominant pole being at the output node. The small signal bandwidth is given by,

f−3dB =
1

2πroCo

(112)

where, Co is the total capacitance at the output node. It must be noted that the

bandwidth of the I−V converter is inversely proportional to the gain. Therefore, for

a given gain, minimizing the parasitic capacitance at the output node maximizes the

bandwidth. For the same reason, the output of the I − V converter must be followed

by a voltage buffer.

The current multiplier block serves to increase the dynamic range of the I − V

converter. Switches S0 − S1, when turned on, multiply the input current by a factor

of 100 and 10 respectively. The current multiplication block consists of a single 1 : 10

current mirror and a pair of 1 : 10 current mirrors cascaded together. The current

mirror is designed using cascodes such that accurate mirroring is achieved. Also, the

linear range can be further increased by providing higher multiplication ratios.

Figures 75(a) and 75(b) show the measured DC transfer curves for the I − V

converter for two different current multiplication switch positions of 100 and 10. The

I − V converter exhibits a current range of 10nA-2.5µA that translates to a linear

range of 2.4 decades. The current gain and hence the output impedance of the I −V

converter can be measured from the slope of the DC transfer curves and has been

estimated to be 105KΩ. Using this measured value of ro and the extracted layout

parasitic capacitance of Co = 140fF , the small signal bandwidth of the I−V converter

can be estimated to be about 10.8MHz. Figure 75(f) shows the simulated small signal

frequency response that is in close agreement with the estimated bandwidth.

Figure 75(c) shows a plot of the peak-peak output voltage of the I − V converter

for different input current amplitudes. The 1 − dB compression point of the I − V

converter is measured to be at an input current amplitude of 1.3µA. The measured

transient response of the I−V converter for a sinusoidal current input at an amplitude

of 0.2µA and a frequency of 1KHz is shown in Figure 75(d). The FFT of the output
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is shown in Figure 75(e). The measured THD is 0.82% while the worst-case THD is

3.9% at the 1− dB compression point.

8.2.2 Voltage-to-Current Converter

Figure 76(a) shows the circuit schematic of the CMOS V − I converter. The use of

amplifier A2 helps fix the output node at a fixed voltage thereby nullifying the effect

of the output capacitance leading to a high bandwidth. This also serves to isolate the

output of the V − I converter from external loading effects.

Figure 76(b) shows the detailed schematic of the feedback amplifier A1. The use

of a regulated cascode current mirror (M1 − M4) ensures that the drain of M1 is

set to a well defined value of Vref . Also, the regulated cascode increases the output

impedance of the current mirror and the matching between the drain currents of M1

and M2. With the drain of M1 set to Vref , the output current Iout of the V − I is,

Iin =
(Vin − Vref )

Rin

= Iout (113)

where, Vin is the applied input voltage and Rin is the value of the resistor used.

The small signal input impedance (ro,CL) at the drain of M1 is given by,

ro,CL =
1

gm3(1 + A + gm1ro1gm3ro3)
(114)

where A is the open loop gain of the feedback operational amplifier A1, and gm3 is

the transconductance of the cascode transistor M3. The use of a regulated cascode,

ensures a very low impedance at the drain of M1 that further ensures that the voltage

at the drain remains at Vref independent of the current flowing through M1. This

ensures that (5) holds for a large range of currents.

With proper design and a correct choice of resistor Rin, the linear range of the V −I

converter will usually not be an issue. There are however two key factors that need

to be considered. Assuming the feedback amplifier A1 to be ideal, the gate-source

voltage of M4 can reach a value of Vdd − Vref at most and thereby places an upper

119



M7

Vref

M5
M6

M1 M2 M3 M4

M8
Vbias1

Cstab

Vin
+ Vin

-

Vo
- Vo

+

Vbias2

Csta

0 0.5 1 1.5 2 2.5 3

-0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

Input Voltage (V)

O

u
t
p
u
t
 
C

u
r
r
e
n
t
 
(
m

A
)

Rin = 1MOhm

Rin = 330KOhm

Rin = 100KOhm

Rin = 33KOhm

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

-3

-2

-1

0

1

2

Time (ms)

O

u
t
p
u
t 
C

u
r
r
e
n
t
 (
u
A
)

10 20 30 40 50 60 70 80 90 100

-100

-80

-60

-40

-20

0

20

Frequency (KHz)

N

o
r
m

a
li
z
e
d
 S
ig
n
a
l 
E
n
e
r
g
y
 (
d
B
V
p
k
)

10
5

10
6

10
7

10
8

10
9

-180

-170

-160

-150

-140

-130

-120

-110

Frequency (Hz)

T
r
a
n
s
c
o
n
d
u
c
ta
n
c
e
 (
d
B
 )

I
DC

 = 100nA I
DC

 = 1uA I
DC

 = 10uA 

(a)

(b)

(c)

(d)

(e)

(f)

M13

M15

CL

Iout

M2M1

Vref

M10M6

M12

M14

Rin
Vin

Vbias
M12

M14

Ibias

M18

M16

Vout

M19

M17

Isignal

r
o,CL

A1

A2

Figure 76. Circuit schematic and measured results for the V −I converter: (a) Schematic
of the rail-to-rail CMOS V −I converter. (b) Circuit schematic showing the operational
amplifier that is used in the regulated cascode loop of the V −I converter. A capacitance
of 100fF is added to the output of the operational amplifier to ensure stability. (c) DC
sweep of the V − I converter for different values of input resistance Rin. Vref was
subtracted to clearly illustrate the effect of Rin on the slope of the conversion. The
V − I converter displays an input voltage swing greater than the power supplies. (d)
Output transient response of the V − I converter for an input voltage signal of 3.3Vpp at
10KHz. (e) FFT of the input and the output signal waveform showing clearly that the
V − I converter does not introduce additional non-linearities and is highly linear. (f)
Simulation showing the frequency sweep of the V − I converter with a DC bias current
of 1µA and a bandwidth of 30MHz. As expected, the cut-off frequency is high because
it is limited by only the parasitic capacitances. Also shown are simulation results for
bias currents of 100nA and 10µA.
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bound on the output current. Also, the pFET current mirrors come out of saturation

and lead to distortion when the gate-source voltage of M1 reaches Vdd−2Vdsat,p. This

leads to an an upper bound on the linear range as well.

The input voltage swing for the V −I converter is not limited by the power supply

and can therefore exceed the positive supply voltage. When the input signal Vin, falls

below Vref , signal inversion occurs. The output current in this case is limited by the

bias current of the PMOS transistors and should therefore be designed accordingly.

The speed of the V −I converter is dependent upon the DC bias current, Ibias and the

parasitic capacitances at the output. The regulated cascode loop must be designed

such that the loop bandwidth is greater than the input signal bandwidth and its

stability must be ensured as well.

Figure 76(c) shows the measured DC transfer curves for the V − I converter for

different values of Rin’s. As expected, the slope of the curve is dependent upon the

value of Rin and the transfer function is truly linear. The input voltage can swing

greater than rail-to-rail and the output currents display over 5 decades of linear range.

Figure 76(d) shows the measured transient waveform for the V − I converter with

an input voltage swing of 3.3Vpp and an input resistance Rin of 1MΩ at 10KHz. As

can be seen from Figure 76(e), the FFT of the output of the V − I converter looks

identical to the input thereby introducing no distortion. Figure 76(f) shows the AC

performance of the V −I converter. For a DC bias current of 1µA the V −I converter

displays a 30MHz bandwidth.

8.3 Summary

In this chapter, we presented the design of interface circuitry that is used to measure

the performance of analog systems. We presented a high linearity, high speed analog

voltage buffer. We also proposed linear I −V and V − I converters that are compact

and easy to implement in a standard digital CMOS process. The proposed circuits
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have been implemented in a 0.5µm CMOS technology and experimental results have

been presented. Both the I − V and V − I converters display a large linear range

and introduce very low distortion. The I − V converter has a bandwidth of 10MHz,

2.4 decades of linear range and a THD of 0.82%. The V − I converter has 5 decades

of linear range, a 30MHz bandwidth and introduces virtually no additional non-

linearities.
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CHAPTER 9

APPLICATIONS, IMPACT AND FUTURE RESEARCH

9.1 Impact of presented research

About two decades ago, a lot of signal–processing systems started using DSPs for the

flexibility and accuracy they provided. Analog system due to their inherent sensitivity

to electrical noise and lack of programmability with easy became mostly peripheral

or interface components. Today with large system and application integration for

portable systems, power budget is limited by the battery life. Thus, the traditional

approach of performing all the processing using DSPs can be power intensive. In

this thesis, we present a method for coexistence for analog and digital in order to

maximize the computation ability while prolonging the battery life. The basic idea is

to perform as much processing as possible in analog before using DSPs to do the rest.

The advantage of this approach comes from the fact that the signals when sent across

any medium are analog by nature. In this chapter, we briefly summarize the work that

has been done so far with regards to the proposed CADSP approach. We presented

programmable analog signal processing systems using floating–gate devices that can

be realized in a power efficient way from audio band to low IF band. We presented

a fully programmable analog vector–matrix multiplier architecture. This is the first

current–mode architecture and is used for a practical DCT application. We also

presented the first analog architecture for a programmable modulator/demodulator

(PAMD) system. The impact of the presented research can be summarized as follows:

Power efficient design methods and performance of floating–gate devices : I briefly

overview in Chapter 2 the basic floating–gate device along with the circuit schematic

and layout. I derived expressions governing the performance of floating–gate device

and compared them with the standard MOS device when driving similar loads. The

derived expressions for maximum operating frequency and SNR revealed that the
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performance of a floating–gate device is very similar to that of a standard MOS

device. The intrinsic transition frequency, fT , for the FG device is a factor κ less

than that of a MOS device. This is due to the fact that ft is computed by short–

circuiting the output and does not take into account the loading at the output. Thus,

fT may not necessarily give the true information of the performance of a device when

used in a real circuit.

I discussed the design considerations in doing a power efficient design and basic

motivation behind a power–efficient design than a low power design. To get most

power efficiency, the circuit should be operated close to the maximum cut-off fre-

quency for a given current level and that can be obtained by operating circuits in

sub–threshold. However, it is not always possible to operate circuits in sub–threshold.

This is because for higher frequency response, the bias current level has to be in-

creased. This implies that the device size should be increased to keep the device in

sub–threshold, which increases the area and the intrinsic parasitic capacitances. The

increase in parasitic capacitance hurts the frequency response and does not give the

returns for burning more power. In such a case, it is desirable to design and operate

circuits in moderate–inversion in order to save area and get higher performance in

terms of speed.

I designed and fabricated a printed-circuit board (PCB) to interface with FPGA to

perform fast and accurate programming. The board was tested and is being currently

used by ICELAB to perform programming. This is a joint project with several mem-

bers of ICELAB involved [20]. I briefly discussed the predictive algorithm, which was

developed by Mr. Abhishek Bandyopadhyay and Mr. Gullermo Serrano, to perform

fast and accurate measurement along the the PCB mentioned above. I explained the

complete algorithm along with the measured results showing calibration and program-

ming. I also discussed various applications where floating–gate devices can definitely

make a big impact. One of such applications is to remove offsets due to any mismatch
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permanently after the chip has been fabricated as discussed in chapter 2.

Design, simulation and testing of vector–matrix multiplier (VMM): A voltage–

mode vector–matrix multiplier operating in sub–threshold was designed in our group [6].

Initial results showing proof of concept were presented. The architecture although

operating in sub–threshold had poor linearity and frequency response. A voltage–

mode implementation operating in sub–threshold is limited in linearity due to the

exponential I-V relationship of the transistor operating in saturation. This limitation

in linearity can be alleviated to a certain extent by using methods like source degener-

ation, which degrades the frequency response leading to a higher power consumption.

I designed, simulated and fabricated a novel 128x32 current–mode analog vector–

matrix multiplier (VMM) using floating–gate devices. The presented VMM is the first

programmable analog current–mode architecture and is fully–differential. In order to

obtain high power efficiency, a sub–threshold implementation is ideal. I, along with

Mr. Abhishek Bandyopadhyay and Mr. Venkatesh Srinivasan, analyzed the core mul-

tiplier cell for the governing design equations. The programmable VMM system can

be used to implement various signal processing functions along with different kinds of

block transforms. I designed a PCB to test the functionality and frequency response

of the vector–matrix multiplier for different current levels [64]. I measured the fre-

quency response of the VMM system for various bias levels from deep sub–threshold

to moderate inversion validating the theory of power–efficient design presented in

chapter 2.

The current–mode VMM architecture is suitable for low power applications and

has a power per bandwidth ratio of 531nW/MHz per differential multiplier. For a

bandwidth of less than 10MHz, this architecture is capable of performing 1 million

MAC/0.9µW as compared to a commercially available DSP (TMS32005x series) that

gives 1 million MAC/0.25mW. The VMM chip gives a linearity of over 2 decades

with a worst case error of ±2.5%. The IC prototype was fabricated in a 0.5µm
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CMOS MOSIS process and occupied an area of 0.83mm2.

We demonstrated block matrix transforms using this architecture. I, with my

colleague Abhishek Bandyopadhyay, also tested the VMM to perform Discrete Cosine

Transform (DCT) on an image to show the application to signal processing systems.

The VMM chip can be used for applications like audio and video processing.

Design, simulation and testing of a programmable analog modulator/demodulator

(PAMD) system: I designed and simulated a novel fully programmable analog mod-

ulator/demodulator (PAMD) chip. This system can be used to implement various

communication schemes such as an OFDM modulator. The complete system archi-

tecture is discussed in Chapter 5. One of the most important components of the

PAMD chip is an arbitrary waveform generator (AWG). AWG is based on a direct

digital synthesis (DDS) architecture. The presented AWG can be used to generate

any analog waveform and is based on floating–gate devices. The generated wave-

forms is then used to modulate/demodulate any signal. As discussed in the chapter,

the phase noise of the generated waveform depends heavily on clock jitter and any

random error in the programmed floating–gate value.

I tested the modulator chip with an array of 64x8 floating–gate elements along

with the peripheral circuitry. Each column has 64 floating–gate elements and the chip

generates four fully-differential current waveforms. The core structure was simulated

to operate at a clock frequency of 50MHz. I presented the measured results showing

modulation and demodulation using PAMD system in chapter 5. The output spectral

purity for the waveform generator was dependent on the clock jitter and error in the

programmed charge. The IC prototype was fabricated in a 0.5µm CMOS MOSIS

process and occupied an area of approximately 1mm2. The measurement is especially

critical for the PAMD system as the output signal is current. The output I-to-V

converter was designed carefully to be able to measure the output signal without

adding any distortion.
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As can be seen from the modulator die photograph, this chip can be easily ex-

tended to generate as many fully differential waveforms as needed. Increasing the

column size, N , presents an interesting trade–off. On one hand increasing the col-

umn size reduces the quantization error, but it increases the chip area and requires a

high speed clock to generate the same output frequency, fout or fclk/N . The presented

PAMD architecture can be easily designed to operate at higher frequencies and does

not necessarily need to operate in sub–threshold. Low–pass filtering required at the

output can be performed by the line capacitance if an steep roll-off is not required.

The filter characteristics depend a lot on the number of samples in each cycle (or the

oversampling ratio) and has to be taken into account when designing for column size

and maximum fout desired.

Investigating use of floating–gate devices to design programmable OTAs : I, along

with Dan Allen, simulated, designed and fabricated two implementations of pro-

grammable fully–differential Operational Transconductance Amplifiers (OTA) using

novel common–mode feedback circuits. We used floating–gate devices in both OTA

structures. The chip was tested with the help of Angelo Periera and Guillermo Ser-

rano [50]. The primary advantage of FG-OTA1 as compared to FG-OTA2 was that it

did not required any external circuit for common–mode feedback and thus, making it

compact. It uses the same floating–gate capacitors, which were used to match the out-

put current sources, in feedback to obtain the CMFB. These capacitors do not affect

the DC gain by loading the output node at DC, yet they perform the CMFB opera-

tion all the way down to DC. The matching between N6 and N7, shown in Fig. 38(a),

can become a real issue for this implementation as any mismatch may cause the two

common–mode output voltages to move differently and may even saturate one side

while keeping the other balanced. This limits the use of this configuration as such

in filter implementations. This effect becomes more prominent if the output stage is

cascoded to increase the DC gain.
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Although FG-OTA2 has the disadvantage of consuming more area and requiring

a dedicated reference to set the common–mode, it has several advantages that make

it relatively easy to use in filter designs. FG-OTA2 can be easily cascoded to give

a high output resistance, which decreases the dominant pole of the OTA-C block,

giving it a more ideal integrator behavior over a wider frequency range. The high

output resistance also results in higher gain for FG-OTA2. The cascoded NMOS

current mirrors reduce the channel length modulation effect when mirroring currents.

The output common–mode in FG-OTA2 is externally set by Vref and can be fixed to

any desired voltage and does not depend a whole lot on the device properties unlike

FG-OTA1. This helps in the cascading these OTAs to design higher–order filters

without worrying about the common–mode of the next stage.

Due to the advantages of FG-OTA2 as compared to FG-OTA1 in terms of ease of

design and performance, FG-OTA2 was used to design second–order programmable

filter sections. The concept of offset–removal in single–ended OTAs was published

in [49].

Investigating use of floating–gate devices to design programmable Gm − C filters :

I used the programmable FG-OTA2 to design and simulate fully–differential Gm−C

lowpass and bandpass filters. I tested the chip and the results are presented in

Chapter 5. I also designed a PCB to test all these chips along with the programmable

FG-OTA chips for their functionality and performance. As presented, these filters

can be programmed to operate anywhere from audio band to lower MHz band after

fabrication. I presented experimental results from two programmable Gm−C biquads:

the lowpass second–order section and the band pass biquad. Any higher order filter

can be realized as a cascade of biquad filters. Although there are several ways to

realize higher order filters, cascade filters are the easiest to design as well as to tune.

Based on the presented measurements, it is possible to design a fully programmable

higher order bandpass filter that can be tuned to different responses (like Butterworth,
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Chebyshev) at different frequencies by programming appropriate coefficients.

Investigating use of floating–gate devices to design programmable Gm − C fil-

ters using C4s : Traditional Gm − C filter implementations based on Operational

Transconductance Amplifiers (OTAs) that were discussed in previous chapter are

area-intensive, thus making them unsuitable for filter-bank applications. I designed,

simulated and fabricated a new and compact bandpass Gm−C second–order section

using capacitively–coupled current conveyor (C4) to operate at IF band (from 100Hz

to 20MHz). This filter section is compact and power efficient. I designed a PCB to

test these filters for performance. I designed the test board such that it could be used

for the second–order sections as well as higher–order filter sections. I, along with my

colleague Paul Smith, tested these chips. One of the chips that was tested to obtain

the measurement results was designed and laid out by David Graham.

I demonstrated the characterization results for the basic 2nd-order and 4th-order

sections designed for high Q’s. The experimental results presented were from a 0.5µm

double-poly CMOS process; these results scale straightforwardly to other CMOS pro-

cesses. The measurements show an SNR of 86dB and 72dB, respectively, for a 2nd-

order and 4th-order section at a center frequency of 1MHz. We obtained Q’s as high

as 70 from the 4th-order sections. We also presented results for a 6th- and 10th-order

filter fabricated by cascading the 2nd-order sections. These filters were programmed

at a center frequency of 1MHz to have Butterworth coefficients. The measured SNR

was 51dB for the 10th-order filter programmed at 1MHz. The low power consumption

and low area make these extremely attractive for filter-bank applications [51, 45].

Investigating use of floating–gate devices to design programmable log–domain fil-

ters : I simulated and designed programmable log–domain bandpass filters using

floating–gate circuits. I, with help of my colleague Mike Lo in layout, sent a chip

with 2nd-order bandpass filters [65]. These current–mode log–domain filters are ex-

tremely power–efficient, highly linear and compact. They can be used for frequency
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ranges up till low MHz ranges. I presented experimental results showing frequency

and Q-tuning for the circuit fabricated in 0.5µm double-poly CMOS process. The

experimental results agreed with the simulation plots. The second–order sections

gave Q values of up to 15. These basic second order sections can be used to build

programmable higher order log-domain filters using MITEs. I also designed and fabri-

cated a 6th-order programmable log–domain filter by cascading the 2nd-order sections.

The work presented here has been published in various conferences and will be

submitted for publication in journals.

9.2 Applications

The presented systems such as VMM, PAMD and continuous–time filters can be used

for various applications requiring signal–processing. All these systems process signals

in analog domain and are extremely power–efficient compared to their digital coun-

terparts. Various other applications may require slight modification to the presented

architecture that can be done easily depending on the requirements.

9.2.1 Universal Block Transforms

VMM system presented in Chapter 3 can be used to perform any arbitrary 2-D trans-

forms as it is fully programmable. The presented current–mode VMM system can also

be used to perform any convolution or correlation operation for various signal pro-

cessing applications. VMM system was used in the MATIA chip to perform DCT [66].

If the input waveforms are continuous, then the result is also a continuous waveform.

This provides additional computational options at the output such different output

signal sampling. The presented current–mode multiplier can also be used to imple-

ment basic FIR filters. The components that perform multiplication and summation

in the FIR filter can be replaced by an architecture similar to that of VMM.
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9.2.2 Rapid Prototyping

The presented PAMD system can be used for rapid prototyping tool for analog sys-

tems, much like a Field Programmable Gate Array (FPGA) is for digital systems.

The modulator/demodulator system can also be used for some sort of communica-

tions based Field Programmable Analog Array (FPAA) that is specifically designed

for processing analog communication signals. An effort in this direction is being

pursued by members of ICELAB [3].

9.2.3 Chirped modulator using PAMD

As discussed, PAMD architecture can be used as OFDM modulator and demodulator.

We discussed possible implementation architectures for OFDM in Chapter 4. The

columns in the AWG can also be programmed to generate arbitrary waveforms, which

can find its application in many other areas such as generating chirped waveforms to

perform pulse modulation. The possibility of generating any waveform with similar

design enables a variety of communication schemes that are expensive to implement

for portable applications.

9.2.4 Cochlear implant and audio processing

One of the primary applications of the C4 lies within a bank of filters. By placing

these bandpass filters in parallel, the C4s perform a frequency decomposition of any

incoming signal. This technique is the root of virtually all audio signal-processing

algorithms. However, in most DSP applications, this frequency decomposition con-

sumes vast amounts of the processor’s resources and requires high power. Since the

C4s operate at very low power and in continuous time, there are significant advan-

tages in using the analog version of this frequency decomposition. This bank of C4s

has already been shown to be useful in speech recognition systems [67, 68], noise sup-

pression algorithms [69], and in making biometric models of the human cochlea [70].
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APPENDIX A

LIST OF CHIPS FABRICATED

All the chips were fabricated in the 0.5µm CMOS technology. The following chips

have been fabricated:

Vector–matrix multiplier

Chip no. Description

T16W CR Vector–matrix multiplier with no cascodes

T16W CR Vector–matrix multiplier with cascodes

Continuous-time filters

Chip no. Description

T21R EF Characterization chip for fully–differential OTAs

T21R DU Voltage–mode 2nd-order sections based on the FG-OTAs

T21S BC Voltage–mode 6th-order Gm − C bandpass filter

T26Y BG Voltage–mode 2nd-order Gm−C bandpass sections based on C4s

T2AK AU Voltage–mode 6th-order Gm−C bandpass sections based on C4s

T29U AP Current–mode 2nd-order log–domain bandpass sections

T29U AP Current–mode 6th-order log–domain bandpass sections

Modulator/Demodulator system

Chip no. Description

T21R EF Chip with bldg.-blocks such as shift-register, mixers, decoders

T21R DU A Mod/Demod chip with an array of 64x8 FG elements
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