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Abstract An open-source simulator to design and imple-

ment circuits and systems, replicating the results from the

Field Programmable Analog Array (FPAA) is presented

here. The fundamental components like the transistors,

amplifiers and floating gate devices have been modeled

based on the EKV model with minimal parameters. Sys-

tems including continuous-time filters and the analog front-

end of a speech processing system have been built from

these basic components and the simulation results and the

data from the FPAA are shown. The simulated results are

in close agreement to the experimental measurements

obtained from the same circuits compiled on the FPAA

fabricated in a 350 nm process.

Keywords FPAA � Level=2 models � Analog circuit

design � Modelica � Floating gates

1 Modeling circuit elements for the FPAA

Field Programmable Analog Arrays (FPAA) [1], with their

reconfigurability and programmability, have enabled to

design and implement large-scale mixed-signal systems, with

a diverse set of applications, including, signal processing and

neuromorphic computing. The need for a single platform

facilitating a hardware-software codesign is critical in

implementing such applications [2], and provides flexibility

and helps the user to utilize the hardware to its potential.

Figure 1 shows a simulator based on real data from

silicon with a simple platform having minimal parameters

for a comprehensive analysis, built in Xcos/Scilab, and is

shown in this paper. We will work with Hasler et al. who

built the open-source Xcos/Scilab infrastructure [3] to
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Fig. 1 The concept of implementing the circuit/system idea from the

designer’s mind to simulating and obtaining results from the FPAA. It

is essential to have a support for circuit design as much as a system

design since the number of parameters are much higher in system

design than circuit design and is significant to realize the dynamics of

the system. How this low-level circuit design is done is the question in

this paper and is highlighted

& Aishwarya Natarajan

anatarajan35@gatech.edu

Jennifer Hasler

jennifer.hasler@ece.gatech.edu

1 Georgia Institute of Technology, Atlanta, GA, USA

123

Analog Integr Circ Sig Process

DOI 10.1007/s10470-016-0914-y

http://orcid.org/0000-0001-5260-4111
http://crossmark.crossref.org/dialog/?doi=10.1007/s10470-016-0914-y&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/s10470-016-0914-y&amp;domain=pdf


integrate this into their distribution. The infrastructure [3]

enables one to compile the desired circuits and systems on

the FPAA to obtain silicon data and simulate them at the

same time to analyze and go back and forth between the

simulation and data to obtain different dynamics, done

either in a SPICE-similar setting with the fundamental

components like transistors, capacitors, amplifiers etc.,

which is the primary focus of this work or build it as a

system implementing the Ordinary Differential Equa-

tions (ODEs) shown in [4], depending on the user’s choice,

thereby incorporating the perspectives of both the circuit

and system designers.

The conventional circuit simulators like SPICE,

Cadence etc. employ models which have a large number of

parameters and switch between different levels of models

like BSIM (e.g. level=44) [5, 6], etc., to obtain different

levels of accuracy and different times of simulation for

convergence. However, the basic components built in this

toolset are based on the EKV models, with a minimal

number of parameters, and are easy to model.

An accurate and a relatively fast simulator is essential

[7] for a circuit-designer and the user has the flexibility to

intuitively tune the parameters, in this work. The W/L

ratios being fixed for the devices on the FPAA is abstracted

out through parameters like threshold current for the tran-

sistor which is a more relevant term in this discussion and

one need not hypothesize the required W/L, which is

generally a significant factor to be decided on [8], in SPICE

simulators.

Due to the availability of the remote system and open-

source toolset encapsulated in a virtual machine [3], any

user can compile their required circuits and systems, send it

to a remote system which programs the design, measures

the output from the given input and sends them the results

from the FPAA back in an email [9]. A design cycle of

waiting for a period of time for the fabrication as in the

case of a custom chip isn’t required here and we can readily

take data due to the access to the FPAA.

The reconfigurability is obtained by programming the

charges on the floating gates on the FPAA. Hence, it is

important to judge and have an idea of the bias currents and

reference DC levels to be used in the systems to get the

desired results. One can design the system beforehand

using the simulation models in the infrastructure and set the

different parameters in the system and further use the

remote system to replicate the results and also, obtain a

diverse set of dynamics by tuning the properties of the

circuit.

This paper elucidates the models used for the design and

implementation of the circuits and its close agreement to

the experimental measurements obtained from the FPAA.

Section 2 introduces the concept of level=1 and level=2

models while Sect. 3 describes the FPAA and the tool

infrastructure used for obtaining the results. We discuss the

characterization of the CAB components as level=2 blocks

in Sect. 4. Section 5 introduces us to the floating gate

components and their accuracy in simulating such circuits

and systems, with the experimental measurements from

such devices. Validation of the level=2 blocks and building

upon these to reach a system are further discussed in

Sects. 6 and 7 concludes the discussion, comparing this

work and conventional simulator’s compilation time.

2 Level=1 and Level=2 models

The tool infrastructure built in Scilab and Xcos [3] enables

us to perform simulations and take the experimental mea-

surements for compiling various circuits and systems. The

different blocks in the tools are classified as primarily

level=1 and level=2 blocks, as shown in Fig. 2. Level=1

blocks aim to model systems, wherein the focus is on a

macromodeled simulation [10], defining the ODEs and

algebraic equations for the system operating in a voltage

mode with a voltage signal in and voltage out, with vec-

torized inputs and outputs. While the level=2 aims to

model the circuits and individual CAB components,

through a modelica based scilab framework, implementing

implicit ODEs and the input and output signals can be

voltage or current mode. Hence, the level=1 models are

similar to a typical data flow graph which defines the

equations of the system, as introduced in [3] and [4].

Level=2 models aim to model the individual CAB ele-

ments, in a SPICE-like setting shown in this paper.
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Fig. 2 Level=1 and Level=2 blocks. a Level=1 blocks is used for

emulating the system behavior. It operates in voltage mode and serves

to design the system at a high level. The analog front-end of a speech

processing system is shown as an example of a level=1 system. b

Level=2 blocks is used for emulating the circuit behavior. A C4

bandpass filter is shown as an example of a level=2 circuit
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3 FPAA and tool infrastructure overview

The Field Programmable Analog Array (FPAA) SOC [1] is

a reconfigurable and programmable SOC consisting of

Computational Analog blocks (CABs) and Computational

Logic Blocks (CLBs), which are connected through Man-

hattan style routing, integrated with a processor, ADCs,

DACs and peripherals, as shown in Fig. 3. The CAB

components are shown in Fig. 3(b) which are primarily

modeled here. The results shown here are taken from the

SOC FPAA fabricated on a 350 nm process.

The level=2 models are built through a modelica based

scilab framework to implement the EKV models. Model-

ica, an object oriented language to write and solve the

ODEs and model the dynamics of a system, enables

directly implementing electrical systems as physical level

components in Xcos [11]. This modeling is similar to

SPICE level simulations, thereby giving a better intuition

too, rather than breaking down the ODEs of the system and

modeling each operation individually and integrating to a

system. A standard Runge–Kutta-4(5) (RK-45) [12] is used

as the solver in the simulations and can be chosen from a

number of solvers. The electrical blocks have voltage and

current values in their input and output ports, which is

specified in the computational function associated with the

Xcos block.

A component-based approach [13] is followed here

wherein the behavior for all the components we use has been

described in the computational function associated with that

block and a library of components is created. During com-

pilation, theXcos/Scilab converts theXcos schematic to a set

of files. All the instances are called in a netlist-like modelica

file , which describes the connections between the nodes of

all the components present in the diagram through the

‘‘connect’’ command, analogous to an electrical netlist

which describes the circuit. The othermodelica file describes

the equations of the system, obtained by following KCL and

KVL at the nodes. Thesemodelica .mo files are compiled to a

. Cfilewhich describes the flowof the simulation through the

event-driven flags, which further define the flow of opera-

tions from the initialization of the ODEs to the running for

the time period of the simulation defined by the period of the

clock pulse generated and applied at regular periodic inter-

vals of time.

4 Characterization of CAB components

The CAB components comprise nFETs, pFETs, OTAs,

FGOTAs, T-gates and current mirrors. The EKV model

[14] is used to model the characteristics, based on the

fundamental device physics properties and covers sub-

threshold to above threshold regions accurately [15]. FG

characteristics showing the capacitive coupling effects can

be modeled too which help in accurately simulating FG

circuits and systems [16].

4.1 Transistors: nFET, pFET

The measurements are taken from a golden nFET and

pFET, whose position is fixed on a particular CAB on

the FPAA IC, to get uniform characteristics and to use
G
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Fig. 3 FPAA and tool infrastructure overview. a FPAA fabric

consists of CABs, CLBs and other peripherals, fabricated on a

350 nm process. b The CAB components consisting of nFET, pFET,

OTA, FGOTA and capacitor, with the FGpFETs is shown in one

CAB. c The Xcos palette with the blocks simulated with modelica

corresponding to each CAB component is shown
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the same parameters while building other circuits and

systems from these transistors. To identify what ter-

minal voltages’ need to be swept to determine the

required parameters for the FETs, we look at the

simplified EKV model in subthreshold and above

threshold regions [17].

The version of the EKV model used is shown in the

table in Fig. 4(a), where Ith is the current at threshold, VT0

is the threshold voltage, Ut is the thermal voltage, j is the

fractional change in the surface potential, Vd is the drain

voltage, Vb the bulk voltage, Vg the gate voltage and Vs is

the source voltage. The source voltage is fixed at a Vdd of

2.5 V while Vg and Vd are swept to determine the param-

eters for the EKV model [29]. These parameters are sub-

stituted in the simulation model to get a close overlap with

the data.

Looking at the equations in Fig. 4, one can identify

the slopes to be determined to extract the necessary

parameters. The drain current measurements against the

gate voltage sweep are performed and fit to the EKV

model to determine Ith , VT0 and j while the drain

current measurements against the drain voltage sweep

nFET pFET
EKV Ith ln2(1 + e(κ(Vg−VT0)−Vs+σVd)/2UT ) Ith ln2(1 + e(κ(Vb−Vg−VT0)−(Vb−Vs)+σ(Vb−Vd))/2UT )

− ln2(1 + e(κ(Vg−VT0)−Vd+σVs)/2UT ) − ln2(1 + e(κ(Vb−Vg−VT0)−(Vb−Vd)+σ(Vb−Vs))/2UT )
For sub VT0: Ohmic Itheκ(Vg−VT0)/UT e−Vs/UT − e−Vd/UT Itheκ(Vb−Vg−VT0)/UT e−(Vb−Vs)/UT − e−(Vb−Vd)/UT

Saturation Ithe(κ(
( (( (

Vg−VT0)−Vs+σVd)/UT Ithe(κ(Vb−Vg−VT0)−(Vb−Vs)+σ(Vb−Vd))/UT

For Above VT0: Ohmic Ith

4U2
T

((κ(Vg − VT0)− Vs)2 − (κ(Vg − VT0)− Vd)2) Ith

4U2
T

((κ(Vb − Vg − VT0)− (Vb − Vs))2 − (κ(Vb − Vg − VT0)− (Vb − Vd))2)

Saturation Ith

4U2
T

(κ(Vg − VT0)− Vs + σVd)2 Ith

4U2
T

(κ(Vb − Vg − VT0)− (Vb − Vs) + σ(Vb − Vd))2
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Fig. 4 Simulated and measured current as a function of gate voltage

and drain voltage in log scale, at a Vdd of 2.5 V. The measured data is

represented as the fine discrete points while the simulation is the thick

continuous line. a The version of the EKV model for the level=2

models of the transistors is shown. b The subthreshold region with a

slope of j
UT

and the above threshold regions can be observed. The

parameters obtained from the EKV curve-fit on the gate sweep data,

used for the simulation are Ith of 53.58nA, VT0 of 0.32 V and j of

0.84 for the nFET and Ith of 111.20nA, VT0 of 0.75 V and j of 0.76

for the pFET. c The drain voltage is swept and the gate voltage is at

0.3 V for the nFET and source voltage is fixed at a Vdd of 2.5 V for

pFET, to measure the slope in the sub-threshold region. r extracted

from the data, used for the simulation is 0.00039 and 0.0049 for nFET

and pFET respectively
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determine the r value. These values are then substituted

in the modelica Scicos simulations for the transistors to

get the desired behavior. As shown in Fig. 4, it can be

seen that there is a close overlap between the data and

the simulations.

4.2 Building amplifiers from the transistors

Using the pFET and nFET models introduced in Sect. 4.1,

experiments are performed for a nFET source follower and

a common source amplifier, as shown in Fig. 5. In the

common drain amplifier, the current flows through the

nFETs , determined by the bias voltage, Vref . The source

voltage follows the gate terminal, to which the input

voltage is swept, at a gain of j. The variation of j with the

input voltage seen here is less and the depletion capaci-

tance is almost a constant as the FET is in the subthreshold

region. Only the gain of j is highlighted in the transfer

curve and the offset of jVref isn’t shown due to the voltage

offset from the output buffer used at the output of the

experimental setup. Consider that the transistors are in Sub

VT0 and doing a large-signal analysis for intuition [29],

Ithe
ðjðVin�VT0Þ�VoutÞ=UT ¼Ithe

ðjðVref�VT0ÞÞ=UT

Vout ¼jðVin � Vref Þ
ð1Þ

The common source amplifier has the pFET biased to 1 V,

which sets the bias current through the FETs. Again doing

a large-signal analysis,

Ithpe
jðVdd�Vref�VT0ÞþrpðVdd�VoutÞ=UT ¼

Ithne
jðVin�VT0ÞþrnVout=UT

Assuming identical FETs,

jðVdd � Vref Þ þ rpVdd ¼ðrp þ rnÞVout þ jVin

Vout ¼
�j

rp þ rn
Vin þ Vconstant

ð2Þ

Hence a high gain of j=2r is observed in the transfer curve

of Vout vs Vin, as shown in Fig. 5.

4.3 OTA

Another CAB component, the OTA has been built as a

level=2 model. The schematic of the 9 transistor differen-

tial transconductance amplifier is shown in Fig. 6. It con-

sists of a pFET differential pair and a set of current mirrors.

The bias current, Ibias is set by the FG-pFET at the top,

which acts as a current source for the amplifier [18].

Considering that the input pFET differential pair is in

saturation, the Ibias is split into currents I1 and I2 in the
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Fig. 5 Verifying and building circuits using level=2 models. a
Simulated and measured output voltage as a function of input voltage

for a nFET source follower. A gain of j can be observed due to the

capacitive coupling. The nFET is biased at a reference voltage of

500 mV. b Simulated and measured Output voltage as a function of

input voltage for a common source amplifier. A finite gain of j
2r is

observed. c The parameters used for the simulation of the transistors

in the amplifier are shown
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input differential pair branches. The derivation from the

exponential relationship to the tanh relation can be fol-

lowed from1 and through intuition from the graph and its

solution. Since the drain current is dependent on the drain

voltage in saturation due to the early effect, the effect of r
is significant especially in the output transistors and

included in the output relation from Iout to Vout. The current

is not reflected out equally from the current mirrors due to

mismatches. The VT0 and Ith differences between the

individual transistors are responsible for the voltage and

current offsets which too are included in the equations.

Different experiments are performed to study the

behavior of the OTA as shown in Fig. 7. It shows the OTA

as an element in the CAB, which is built from the level=2

modelica simulation models. Each parameter of the nFET

and pFET like VT0, Ith, r etc. can be manipulated to vary

the effect of mismatches and offsets, especially from the

current mirrors to get different dynamics in the OTA.

Figure 7(b)–(d) shows the characteristics of an OTA

built as a level=2 model. A close agreement can be seen

between the experimental measurements and the

simulations.

While the input voltage is swept, the output voltage is

kept at midrail and the ammeter is connected in series with

the output node of the OTA. As expected, we can see a tanh

behavior in the Iout curve as a function of Vin. The

transconductance, gm, as a function of Ibias is measured

from the slope of the curve. The output current to which the

OTA settles at the upper and lower end is not identical due

to the finite current gain from the current mirror and is

reflected as an exponential variation in the threshold volt-

age differences.

V1 and V2 are fixed to observe the effect of Vout on Iout.

The finite output conductance is shown in the zoomed in

plot and can be measured from the slope of the curve, over

a range of the output voltage. This output resistance is due

to the early effect imposed by the finite r of the output

transistors. We can see that the current drops exponentially

near the Vdd of 2.5 V, which is due to the point when the

transistors transit from the saturation region.

The Voltage transfer curve of the OTA in the open loop

configuration, wherein Vout is obtained as a function of Vin

is also measured. The slope of the curve gives the gain of

the OTA, which is similar to the Av = gm Rout , where gm
and Rout have already been obtained from the Iout vs Vin and

Iout vs Vout curves respectively.

5 Floating gate components

A FG circuit is one in which the gate of the FET is elec-

trically isolated and is capacitively connected to the other

nodes [16]. Since there is no DC path from the floating

node to any fixed voltage, it is difficult to model FG in

conventional SPICE simulators wherein it is modeled with

a DC voltage at the node with a resistor. Charge is stored

on the FG and it can be modulated through electron tun-

neling and hot-electron injection, for computation. The FG

programming is encapsulated in the infrastructure [20],

abstracted away from the user.

5.1 FGpFET

The input, routing, overlap and oxide capacitances repre-

sented by C1, Cw Cov, Cox respectively form a capacitive

divider at the gate terminal with CT being the total

capacitance at the gate terminal.

CT ¼ C1 þ Cw þ Cov þ Coxð1� jÞ

Vfg ¼
C1

CT

Vg þ
Cov

CT

Vd þ
Cw

CT

Vdd

Experimental measurements and simulations are performed

for the FGpFET, from the Multiple-Input Translinear

Element (MITE) block [21, 22]. The effective value of j
seen is lesser compared to a pFET due to the capacitive

coupling as shown in the above equations. Vfg is the

effective FG voltage at the node due to the capacitive

coupling from the gate node, with a voltage offset which is

dependent on the initial charge stored on the node. Similar

to the pFET, gate sweep is performed to extract Ith, VT0 and

j and drain sweep gives the r value. The capacitor node to

be swept can be chosen , thereby giving different capaci-

tive coupling ratios from the gate terminal at the input to

Vfg, as shown in Fig. 8.

I1 = Ibias(12 + 1
2 tanh κ(V1−V2+Voffp )

2UT
)

I2 = Ibias(12 − 1
2 tanh κ(V1−V2+Voffn )

2UT
)
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−I1(e−σVout/UT (1− e−Vout/UT ))

Fig. 6 Schematic of the 9 transistor OTA in the CAB, with the Ibias
current split into currents I1 and I2 in the input differential pair

branches and reflected as I
00
2 and I

00
1 , due to the output transistors

1 [19], Chap. 5, pp. 68.
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Fig. 7 Simulated and measured characteristics of the OTA biased at

100 nA. a Output current as a function of differential input voltage.

The nine transistor OTA is built using the level=2 modelica

transistors. The tanh behavior is observed and the offset in the

currents between the positive and negative inputs can be seen due to

the pFET current mirror. b Output current as a function of differential

input voltage for an OTA. The transconductance can be measured

from the slope which shows a tanh behavior. The current offsets from

the biased current can be seen due to the threshold mismatch in the

current mirrors in the 9T OTA structure. c Output current as a

function of output voltage. The exponential dependency of the current

is seen through an upper limit near Vdd above which the current

decreases. The finite output conductance of the OTA is observed in

the finite slope in the midrange, shown in the inset zooming into the

midrange. d Voltage transfer curve, output voltage as a function of

input voltage. The positive terminal is fixed at 500 mV
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Fig. 8 Simulated and measured current as a function of gate voltage

and drain voltage of a FGpFET, from the MITE block in log scale.

a The FG input depending on the input capacitances to be swept can

be chosen. The capacitive coupling can be seen in the slope and the

range of currents obtained as the input voltage is swept. The source

voltage is fixed at a Vdd of 2.5 V. A slope of j
UT

C
CT

can be observed.

b The Source voltage is fixed at a Vdd of 2.5V. A slope of j
UT

Cov

CT
þ rp

can be observed. c The parameters obtained through curve-fit from the

data, which are then used for the simulations are shown
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5.2 FGOTA

The effective FG voltages are set by the capacitive divider

at the inputs of the FGpFETS, at the differential amplifier

input terminals.

Vfgp ¼
C1

CT

V1 þ Vfgp0

Vfgn ¼
C1

CT

V1 þ Vfgn0

The 9T FGOTA structure in Fig. 9(a). built from level=2

models of FGpFETs and pFETs shows characteristics

similar to that obtained from the FGOTA built as a single

level=2 model. In addition to the current source which can

be programmed, the FGOTA has two FGpFETs at the two

inputs which can be programmed [23]. Each parameter of

the individual transistors in the 9T structure can be tweaked

to get different linearities and transconductances ranges.

As shown in Fig. 9(b), the tanh behavior and the

improved linearity can be observed in the Iout vs Vin plot,

whose slope gives the transconductance. The linear range

of the FGOTA is higher than the OTA due to the capacitive

divider at the two inputs. The drain induced barrier low-

ering effect (DIBL) is again responsible for the finite out-

put conductance, measured from the slope of the Iout vs Vout

curve, as shown in the zoomed in inset in Fig. 9(c) and the

sudden exponential drop in current can be seen as the

output voltage approaches Vdd.

Another advantage of the FGOTA is that it helps to set a

desired voltage offset which is programmable. The charges
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Fig. 9 Simulated and measured characteristics for a FGOTA. a The

voltage offset is obtained for FGOTA built using the level=2

modelica FG transistors by setting the offsets at the input FGpFETs.

b Output current as a function of differential input voltage for a

level=2 FG OTA whose slope gives the transconductance and shows

its tanh behavior and the linearity. c The output current as a function
of output voltage shows the exponential dependency of the current,

seen through an upper limit near Vdd above which the current

decreases. The finite slope, shown in the inset zooming into the

midrange shows the output conductance of the FGOTA. d Voltage

transfer curve, output voltage as a function of input voltage. The

positive terminal is fixed at 1.5 V. The voltage offsets can be seen due

to the offsets programmed at the input FGpFETs. The positive input

was biased at 10 nA current and the negative input bias was increased

in steps of 10 from 10 to 60 nA. e The slopes of the curves show the

gm and Rout of the amplifiers
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on the two FGpFETs at the inputs can be modulated thereby

producing the required voltage offset. The FGpFET which

acts as the current source is at a fixed bias while the input

FGpFET is tuned from 10nA to 60nA. This tuning is

responsible for the voltage shifts as observed in the Vout vs

Vin voltage transfer curve in Fig. 9(d).

6 Verification and building level=1 systems using
level=2 models

To further verify and validate the models, in addition to the

circuits built in Sect. 4.2, other circuits and systems are

built from the level=2 models and the experimental mea-

surements are compared with the simulations, seen in

Fig. 10.

The OTA is connected in a follower configuration, to act

as a first order low pass filter, which is driving a capacitive

load, considered to be the sum of the parasitic and routing

capacitances at the output node of the OTA. FGOTA could

also be used here to get a better linearity. The response of

the filter integrating the step input is close to the simula-

tions, with the time constant, s, being 2UTC=jIbias.

s
dVout

dt
¼ 2UT

j
tanh

jðVin � VoutÞ
2UT

Which when linearized,

s
dVout

dt
þ Vout ¼ Vin ð3Þ

Consider the Capacitively Coupled Current Conveyer, C4

based second-order band-pass filter [24]. The transcon-

ductances of the FGOTAs and the feedback and load

capacitance set the time constants of the filter. A step input

of 400mV around Vdd=2 is applied and again there is a

close overlap between the data and the simulation results.

The equations for C4 and its level=1 modeling is shown in

[3].

Building on these components and systems, the analog

front-end of a speech processing system is shown here in

Fig. 11 [1, 25]. It consists of the C4 which splits the

incoming band within a set of frequencies as determined by

the bias currents set by the FGOTAs in the bandpass filters.

This is fed to a minimum detector to track the amplitude at

the minimum points on the envelope of the input waveform.

The time constants are set by the load capacitances and the

currents to which the FG-pFET and OTA are biased.

The bias current of the OTA in the minimum detector is

tuned such that it stays in high gain, assuming the pFETs

are in Sub VT0 saturation. The LPF at the output filters the

ripples and smoothens the minimum detector output to give

a clean result. There is a close overlap in the C4 output,

while the dynamics of the minimum detector is very close

in both the data and simulations where it closely follows

the minimas. An exact fit is not obtained though, in the

midrange, since there is a slight DC offset observed in the

output. Through this system, we have further emphasized

that we get an accurate correspondence between the sim-

ulations and the experimental data for larger systems too.

7 Conclusion

An open-source simulator based on EKV models has been

implemented and shown here, which is used to obtain

accurate results close to the experimental results from the
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Fig. 10 Simulated and measured output voltage as a function of input

voltage for Continuous-time Filters. a Step response for a first-order

low-pass filter. A step input is given to an OTA biased at 5 nA,

connected in a follower configuration. The extracted capacitance

value, which comprises the parasitic and routing capacitance at the

output of OTA for the required time constant is 460 fF. b Step

response for a capacitively coupled current conveyer, C4 based

bandpass filter. A step input from 1.05 to 1.45 V is given to a FGOTA

biased at 50 nA, with a DC input bias, Vref at 1.4 V, while the

feedback FGOTA is biased at 500 pA, to get the required dynamics
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FPAA. To further highlight the performance of our simu-

lator, experiments have been performed to compare the

behavior against the conventional Ngspice simulator,

installed in the same virtual machine in the Ubuntu envi-

ronment where the tool infrastructure is also located. Our

simulator is similar to a Matlab/Simulink type environment

based on Modelica being different from one with all the

ODEs for the system written in C language, and shows a

faster behavior. The Ngspice simulator [26, 27] uses the

EKV model [28] in a 500 nm process while our simulator

in this work uses a 350 nm process. The experiments were

performed for the front-end of a speech processing system

as shown in Fig. 11 for different set of inputs to identify the

initial settling time, convergence and compilation times.
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Fig. 11 Simulated and measured dynamics for the analog front-end

of a speech processing system. a The schematic of the system

consisting of a C4 bandpass filter, minimum detector and LPF are

shown. b The Xcos/Scilab diagram with the level=2 models

corresponding to each block, used for simulation is shown. c A chirp

input between 1 Hz and 20 Khz with an offset of 200 mV around

1.25 V is applied at the input of the system. The C4 limits the spectral

band to a set of frequencies, set by the FGOTA in the gain stage

biased at 300 nA, while the feedback stage FGOTA is biased at 6 nA.

d The minimum detector tracks the minimum points while the LPF

gives out a smooth result

Table 1 Comparison of simulation times with a conventional Ngspice simulator

With level=2 OTA (s) With all level=2 36T (s) Ngspice with EKV (s) Ngspice with BSIM (s)

Sin input (20 Hz) over 50 ms 0.721 1.632 3.456 5.384

Chirp input over 50 ms 0.945 1.893 4.296 6.596

Sin input (1Khz) over 5 ms 0.548 1.526 2.985 3.241

Sin input (1Khz) over 5 s 105.732 206.132 457.938 508.143
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Level=2 models for the OTA were used for abstracting out

the 9T-OTA structure, thereby giving an accurate and

faster simulation while the netlist for the system consisting

of 36T was simulated in Ngspice with the same time res-

olution. Even using a 36T structure for the system gives a

faster behavior than Ngspice. The shorter input time gives

us an idea about the initial setup time and solving for the

DC operating point times while the longer input gives an

estimate of the longer computation time, in general for

larger systems.

A RK(45) solver is used, which determines the step

size depending on the error in the solutions, thereby

giving an accurate result, which can be observed from the

overlap with the data from the FPAA in the results. We

can see from the equations of the EKV model used in this

paper that it’s an analytic function with derivatives

existing and being continuous over all values. This is

advantageous as compared to a BSIM model with a large

number of parameters which takes a longer time to con-

verge since the error maybe higher due to the existence of

discontinuities. Table 1 shows this aspect with the BSIM

simulation time being greater than the simulation with the

EKV model.

Moreover, the routing capacitances can also be esti-

mated through transient responses by observing the time

constants while measuring the output relevant to the par-

ticular system. The capacitances can be modeled in the

simulations, customizing depending on the CAB location

where the circuit elements have been placed, hence aiding

in their characterization too.
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