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Tuning of Multiple Parameters With a BIST System
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Abstract— This paper presents a low-power built-in self-test
system to compensate for mismatch and variations in CMOS
IC. The system is designed and compiled on a low-power field
programmable analog array (FPAA) fabricated on a 350-nm
CMOS process. A second-order bandpass filter is used as a device
under test. A set of 12 parallel filter banks are compiled on
three different FPAA chips and compensated for local mismatch
and variations in the bias current, and mismatch in parasitic
and routing capacitances. The bandpass filters are biased in
subthreshold regime and the system of 12 parallel filter banks
consumes a power of 7.072 µW. The proposed tuning algorithm
reduces variation in center frequency to 5.07% compared with
a variation of 10.16% when they are not tuned, variation in
quality factor to 8.52% from 13.86%, and variation in the gain
at the center frequency to 3.83% from 21.04%. These values are
deviation of the parameters from its mean for the data taken
from three different FPAA chips fabricated on the same wafer.

Index Terms— Built-in self-test (BIST), continuous-time filters,
field programmable analog array (FPAA), mismatch.

I. BUILT-IN SELF-TEST ON FPAA

THE need for a low-power system-on-chip (SoC) signal
processing has increased with the growth in Internet

of Things devices for biomedical applications. Biomedical
systems for continuous monitoring of the subject require sys-
tems and circuits, which are low-power and computationally
efficient [1]. Such biomedical systems, for processing acoustic
signals recorded from knee joint, see extensive use of low-
power continuous-time filters as a front end for performing
efficient processing [2], [3].

One of the major issues in implementing an on-chip
continuous-time filter is to keep its frequency response stable.
It has been shown that due to mismatch and variation in
the fabrication process, the frequency response could vary
by up to 50% [4]. In the case of multiple filter banks or a
larger system, these variations and mismatch often lead to
lower efficiency and higher design margins and, thus, the
need for an automatic built-in self-test (BIST) system, which
could reduce the variation and mismatch while implementing
multiple filter banks. Fig. 1(a) shows the usual approach for
such an automatic tuning system. This approach involves
tuning a single bandpass filter and reducing either variation
in center frequency or quality factor.
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Fig. 1. System diagrams for a BIST. (a) Usual implementation of BIST
system for tuning quality factor and center frequency. This approach involves
tuning a single parameter for a single bandpass filter using an off-chip
reference. (b) Proposed system for BIST to tune multiple parameters. The
system is implemented on a mixed signal FPAA. The proposed algorithm
tunes 66 parameters, the center frequency, quality factor, gain at the center
frequency, dc offset, bandwidth of amplitude detectors, and time constant of
LPFs.

This paper proposes a system, which could automati-
cally tune multiple filter banks and could reduce the vari-
ation/mismatch in center frequency, quality factor, gain at
the center frequency, bandwidth of amplitude detectors,
timeconstant of low-pass filters (LPFs), and dc offset of the
filter bank chain. In general, it could be used to tune multiple
parameters on a chip. Fig. 1(b) shows such a system where
these parameters are tuned using a tuning loop. Here, a set of
12 parallel second-order bandpass filters [5] are used as device
under test (DUT). This system is compiled, using open-source
Xcos/Scilab tools [6] onto a large-scale field programmable
analog array (FPAA) [7] and routed using modified version
of versatile place and route (VPR) [8]. Fig. 1(b) also shows
amplitude detectors and LPFs as a part of the filter bank chain.
Minimum detector and LPFs are used to track the amplitude of
the bandpass filter, thus measuring the center frequency. These
parameters, bandwidth in the case of amplitude detectors and
time constant in the case of LPFs, are also tuned. The system
is then tested on three different FPAA chips to evaluate the
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Fig. 2. General architecture of a large-scale FPAA [7] designed and fabricated on a standard 350-nm CMOS process. The core FPAA fabric is made of
CABs shown as A and CLBs shown as D. Designs are compiled on to an FPAA via a USB. An 8k × 16 SRAM is used as a program memory, where the
program to be executed by the microprocessor is stored, and a data memory of 8k × 16. Also shown are the contents of a CAB and a shift register, used for
scanning multiple inputs/outputs of a CAB, as a part of the routing infrastructure.

accuracy of the algorithm and portability of the code. The
programmability and reconfigurability offered by an FPAA
allow us to tune and select multiple parameters in a system
before using it for a desired application.

Section II gives a brief overview of an FPAA in general
and the FPAA used in this paper. In Section III, the variation
and mismatch found in a floating gate (FG)-based FPAA are
described, in particular, while designing a larger system is
discussed in detail. The proposed algorithm and its tuning
capabilities are described in Section IV. The use of this
algorithm to tune filters on three different FPAAs is shown
in Section V. The deviation of each parameter from its mean
is also presented in this section. Section VI summarizes the
performance of our system and compares it with other adaptive
continuous-time filters. This section also discusses the use of
such a system in large-scale neuromorphic and biomedical
systems where low power and efficiency are important factors.

II. OVERVIEW OF FPAA

FPAA is poised to revolutionize analog and neuromorphic
systems the same way FPGAs revolutionized digital systems,
by making prototyping cost effective and shortening the test
cycles [9]–[11]. Also, FG-based FPAAs [12], due to their
reconfigurability, have the potential of operating beyond the
energy efficiency wall [13].

In this paper, the proposed design uses a mixed sig-
nal FPAA, shown in Fig. 2, having both analog, computa-
tional analog block (CAB), and digital, computational logic
block (CLB). The FPAA consists of 98 CABs and 98 CLBs.
CABs and CLBs are connected using Manhattan style routing
composed of connection (C) and switch (S) blocks. These
interconnects allow analog and digital blocks to interact
with each other, thus leveraging computational capabilities of
analog and digital circuits. Interconnect switches are com-
posed of nonvolatile FG transistors, which are programmed
using hot-electron injection and globally erased using Fowler–
Nordheim tunneling. The programming infrastructure, com-
posed of DACs and an Analog to Digital Converter (ADC),
is controlled using a low-power, open-source MSP430 micro-
processor. The microprocessor has a controllable frequency of
0–50 MHz. An 8k ×16 SRAM is used to store the program to

be executed by the microprocessor and a separate data memory
of 8k × 16 is also present. As a part of the infrastructure,
there are sixteen 7-b DACs for generating signals. These DACs
could be routed to the FPAA fabric to work as an arbitrary
waveform generator. The 14-b ramp ADC, which is used for
measuring the current of an FG, during the programming phase
of the FPAA, could be routed to the FPAA fabric during run
mode. In that case, it would behave as a data acquisition device
and store the output on the available data memory.

Fig. 2 shows basic elements of a CAB. Inputs and outputs of
the CAB elements can be connected via a local routing, instead
of a global routing, which has a reduced parasitic capacitance
associated with it. A CAB consists of multiple operational
transconductance amplifiers (OTAs) with the ability to select
between wide linear range and high gain amplifier. Current
bias of the OTA is set using an FG pFET transistor. The
programming infrastructure enables programming the bias
current values from 30 pA to 10 µA. Thus, an FPAA allows
for multiple parameters, such as linearity, gain, and power to
name a few, to be tuned, depending on the application.

V out
V in

=
s2C1C2−sGm2C1

s2(CpCT − C2
2 )+s(Gm1Cp +Gm2C2−Gm1C2)+(Gm1Gm2)

(1)

The shift register (analog signal scanner) block, shown in
Fig 2, is part of the routing infrastructure. It is made of
16 serial to parallel D flip-flop. This allows us to measure
and observe multiple outputs/inputs without having to increase
the routing overhead. The clock and the data bus of the shift
register can be routed to a general purpose I/O, which is
controlled by the microprocessor. Input and output bus of the
shift register can also be routed to DACs and ADCs outside
the FPAA fabric. Thus, the shift register is controlled digitally
but is able to measure multiple analog signals.

III. MISMATCH, VARIATION, AND PROGRAMMING Gm

As the feature size of a CMOS process scales, mismatch and
variation in the threshold voltage (VT 0) of the transistor and
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Fig. 3. Mismatch in different parameters for a filter bank chain with an
example of LPF. The output of the blocks is vectorized, with N = 12 for this
paper. An example of variation in two parameters, in this case f−3d B of the
LPFs, is shown. For the continuous-time filter, the number of parameters to be
tuned is 66. In general, these parameters could be more than 1000, especially
in a reconfigurable system where available parameters are ≈50k, and hence
the need for an automated tuning system.

parasitic capacitance can result in a significant overhead while
designing a larger system. One of the hypothesized factors
for the energy efficiency wall is due to larger components
used for reducing the variation [13]. In the case of an FPAA
or an FPGA, the variations also depend on placement and
routing of the components. The problem of variation and
mismatch is usually addressed by using larger transistor sizes,
using common centroid methods to layout critical components
and various dc offset cancelation techniques [14]. Variation
and mismatch in the transistor and parasitics can be easily
mitigated by injecting a charge on to the FG [15]. Fig. 3 shows
some of the variations and mismatch found in our system. The
parameters shown here are a subset of mismatch and variation
found in a large-scale reconfigurable system. In general, the
number of parameters could be larger than 1000 in an ASIC
and about 50k in a reconfigurable FPAA. Thus, for an efficient
use of resources, an automatic tuning and a calibration system
are necessary, which could tune multiple parameters.

In the case of a continuous-time filter implemented on an
FPAA, the source of mismatch is due to variations in parasitic
capacitance, which is a part of the local routing in the CAB,
depicted by C2 in Fig. 4(a), variations in global routing based
on the placement by VPR shown in Fig. 5, and mismatch
between two transistors used for indirect programming of
the FG shown in Fig. 4(b). Indirect programming of the
transistor [16] reduces the parasitic capacitance and extra
switches for programming at the cost of increased threshold
voltage mismatch. The transistor used for biasing the OTA
is relatively small (W/L = 6µm

2µm ), to increase the density of
the CAB, and no special layout techniques have been used
for reducing the mismatch, since programmability of the FG
can compensate for this mismatch. The circuit used for the
second-order bandpass filter is shown in Fig. 4(a). The transfer
function of the bandpass filter is given by (1).

In (1), Cp is a summation of CL , load parasitic capac-
itance, and C2. The feedback capacitance C2 is a parasitic
routing capacitance to reduce the biasing current and thus the
power consumed. CT is the summation of C2, CW (parasitic
capacitance at the input of Gm2), and C1, which is the
input capacitance. The transconductance Gm1 sets the lower
frequency pole and feedforward transconductance Gm2 sets the
high-frequency pole. The quality factor and gain at the center
frequency of a bandpass filter are given by

Q =

√
CT ∗ Cp − C2

2

CL ∗
√

Gm1

Gm2
+ C2 ∗

√
Gm2

Gm1

A = −C1

C2
∗ 1

1 + Gm1 ∗ CL

Gm2 ∗ C2

.

The time constant for the lower frequency pole and higher
frequency pole is given by

Flow = C2

Gm1
Fhigh = CT ∗ Cp − C2

2

Gm2 ∗ C2
.

This allows us to compensate the Q value, gain, and higher
and lower frequency pole of the bandpass filter using the
transconductance Gm1 and Gm2.

The circuit is built using standard components present in
a CAB described in Section II and is fully reconfigurable, as
opposed to a custom design. The transconductance used in
the filter structure is a general 9T OTA structure shown in
Fig. 4(b) and has an FG input to compensate for the input
dc offset and also allows for a wider linear range. Thus,
transconductance Gm1 and Gm2 is smaller compared with a
non-FG OTA (FGOTA) because of the presence of a capacitive
divider at the input of an FGOTA, with input capacitance
of 192 fF. The feedback OTA (Gm1) provides a unity gain
feedback at lower frequencies, and therefore, the output dc
is set by Vref because of unity gain feedback around the
amplifier.

Fig. 4(c) shows variation in frequency response of 12 par-
allel continuous-time filters, placed by VPR tool, as shown
in Fig. 5(a). Continuous-time filters in Fig. 4(c) were pro-
grammed using the same current values, by measuring indi-
rectly the bias current of the programming transistor and not
the transistor in circuit. FG transistors are calibrated for the
global variation [17]. Calibration allows for compensation of
global mismatch in the FPAA fabric, as well as mismatch in
the programming infrastructure. Thus, the variation, seen in
Fig. 4(c), is dominantly because of the mismatch in parasitic
capacitance, local threshold voltage mismatch between the
programming and the transistor used in the circuit, and to
a certain extent the finite resolution of the measurement
infrastructure. Fig. 4(b) shows two pFET structure used for
indirect programming, which is the source of local threshold
voltage mismatch. Fig. 4(d) shows variation of quality factor,
center frequency, and gain at the center frequency. Variation
values reported here are the difference between the maximum
and the minimum values. A variation of 107 Hz in center
frequency, 5.1 dB in gain at the center frequency, and 0.9 in
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Fig. 4. Typical variation and mismatch measured using an FPAA. (a) Schematic of a second-order bandpass filter (C4). (b) Schematic of the OTA used in
the Gm -C filter is shown. The OTA has an FG input to compensate for the input offset mismatch. The bias current, which controls the Gm of the OTA, is
programmed using an indirect FG. (c) Measured frequency response of 12 filter banks programmed with the same bias current. (d) Variation in Q, fc, and
A is shown. These variations are due to mismatch in the current biases of the OTA, local mismatch between the programming transistor and the one used in
the circuit, and mismatch in the capacitance.

Fig. 5. (a) Output of a modified VPR [8]. Placement of 12 parallel filter banks and their routing to 16-b shift registers implemented in the routing fabric of
the FPAA. There are two shift registers used here for characterizing the frequency response of the filters after tuning. Load capacitance for each filter bank,
due to routing length and the number of C and S blocks used, is different and is one of the sources for variation. (b) Die photograph of an SoC FPAA. Twelve
CAB used are highlighted on both VPR output and the die photo.

quality factor of the filters was observed. These variations
could lead to significant errors while using them for analog
computation. Also, compensating for these mismatches and
variation without an automated system would be long and error
prone. As the system scales to a larger design, the number
of tuning parameters would increase and, thus, the need for
an automated tuning system, which could handle multiple
parameters over multiple chips.

To demonstrate the effect of injection on frequency, an
LPF composed of an OTA in a source follower configuration,
which is shown in Fig. 6 (inset), was used. Fig. 6 shows
the change in frequency response with injection for a set
drain-to-source voltage of the biasing transistor. Subthreshold
current through a floating gate transistor, used as a biasing
transistor of an OTA, in saturation regime is, given by [18],
Is = Ithe(κp(Vdd−V f g−VT 0))/UT e(Vdd−Vs)/UT where κp is the
fractional change in pFET’s surface potential due to the change
in V f g , and UT is the thermal voltage where κp is the fractional
change in pFET’s surface potential due to the change in V f g

and UT is the thermal voltage. Vs is the source voltage of
an FG pFET. The source voltage of an FG transistor is set
to 6 V during injection. Depending on the distance from the
target frequency, either a drain voltage of 1.02 or 0.78 V
is used. The drain voltage, for all the programming FG
transistors on the FPAA, is set using a Digital to Analog
Converter (DAC) controlled by the processor. Higher drain
voltage, thus a lower source to drain voltage, allows for a finer
control over the frequency, where as a lower drain voltage will
allow us to reach the target faster. A simple model for hot-
electron injection is given by Iinj0

(
Is
Is0

)α
e−#Vd/Vinj , where

Iinj0 is the injection current when an FG operates with current
reference Is0, Vinj is a device and bias dependent parameter,
and α is 1 − UT

Vinj
. Fig. 6(a) and (b) (inset) shows a change in

frequency at −3-dB attenuation of the LPF with each injection.
A Vdrain of 1.02 V resulted in a change of 2.7 Hz, over
five injection pulses of 20 µs. This allows for a finer control
over the frequency. A Vdrain of 0.78 V results in a change of
11 Hz, which is used for a coarser control over the frequency.
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Fig. 6. Measured changes in the frequency response of an LPF with hot-electron injection. (a) Variation of frequency with injection for a source to drain
voltage of 4.98 V. This allows us for a finer control over the change in frequency of the pole. The change in f-3dB frequency with injection is also plotted
in the inset. (b) Variation of frequency with injection for a source to drain voltage of 5.22 V. This allows us for a coarser control over frequency of the pole.

In the case of Fig. 6, tuning was performed in open loop to
demonstrate the effects of injection on the bias and frequency.
In the proposed algorithm, tuning is performed in a closed
loop, where after each injection the distance from the target is
calculated by measuring the amplitude at the target frequency.

IV. ALGORITHM FOR MISMATCH COMPENSATION

The tuning algorithm measures the amplitude at the output
of the filter bank chain to determine the distance from its
target frequency. The core of the algorithm is shown in
Fig. 8(a). Since an amplitude detector and an LPF are used
for measuring the amplitude, they have to be calibrated and
tuned before tuning the bandpass filter. Reconfigurability of
the FPAA allows us to test them separately and store the
tuned parameters on the SRAM. Hence, as seen in Fig. 8(a),
after calibrating the minimum detector and LPF, the compiled
designs are tunneled; that is, a global erase is done on the
FPAA fabric.

Bandwidth of the minimum detector should be above the
operating range of the bandpass filter. In this paper, all of
them are tuned to operate at a maximum input frequency
of 5 kHz. Fig. 7 shows the output of 12 parallel amplitude
detectors tuned to work at 5 kHz. A max variation of 0.4 V
was observed in the output dc value, which is tuned when
the whole system is compiled. If the center frequency of each
filter is known a priori , the amplitude detectors could be
tuned accordingly to save power, that is, individually tune
each amplitude detector to operate just a little above the center
frequency of the bandpass filter.

The next step involves compiling the tuned amplitude detec-
tors with the LPFs and then tuning their time constants. Here,
the time constant of the LPF is of an interest rather than its
bandwidth, because in this configuration, it is used to reduce
the ripples at the output of the filter bank chain. Fig. 8(b)
shows the schematic of a minimum detector and an LPF.
Initially, all the LPFs are biased at a very low frequency except
for the first filter, which is used as a reference and biased
with the target time constant. The response of the LPF follows
|L P F | = 1

1+τ s ≈ 1
τ s . It is easier to consider the amplitude at

−15-dB attenuation, since the time constant (τ ) of the filter

Fig. 7. Measured output of 12 parallel minimum detectors after tuning their
bandwidth are plotted along with its input. The dc variation is subtracted from
the transient response and plotted in the inset. A maximum variation of 0.4 V
was observed, which is tuned when the system is compiled with the bandpass
filter and LPF.

is of the interest. The output of the first filter is measured at
−15 dB of attenuation, using a 14-b ADC, and stored on the
SRAM. This value is used as a reference for tuning other LPFs.
Fig. 8(c) shows the frequency response of the LPFs. Fig. 8(c)
(top) is of LPFs biased with the same current value, to show
the variation in frequency response without tuning. Fig. 8(c)
(bottom) is of the results obtained after using the proposed
tuning algorithm. The tuning algorithm starts at a lower
frequency and programs the biases till the target frequency
is achieved, within certain error margin. After each injection,
the output amplitude is measured and the distance from the
reference filter is calculated. Based on the distance, a Vdrain
value is selected for the injection, to reach the target faster or to
have a finer control over the frequency/time constant. Fig. 8(d)
shows the variation in LPF response, which is reduced from
126 to 36 Hz at −15-dB attenuation. In general, the time
constant (τ ) of the reference filter could be selected according
to the application.

The stored parameters are then used while compiling the
final design; in general, this would be done as a part of a
larger system, since a shift register could be used to observe
intermediate points. A block diagram of the compiled final
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Fig. 8. LPF tuning results. (a) Tau(τ ) of the LPF is tuned here using Ibias of the OTA. (b) Circuit schematic for the LPF and the minimum detector for
detecting the minimum amplitude at the output of LPF. (c) Frequency response of LPF banks. The LPFs are characterized with a biasing current of 0.6 nA.
Tuned response is shown below where the variation is low. (d) Variation in frequency of LPFs, at −15-dB attenuation, before and after the tuning algorithm
was applied. Time constant is calculated using the frequency at −15-dB attenuation.

Fig. 9. (a) Block diagram of the compiled design. The DUT used for the experiment is shown with vectorized interconnects, where for this paper N is 12.
(b) Flowchart of the tuning algorithm. Output of the shift register is measured using a 14-b ramp ADC and stored on the data memory available. A 7-b DAC
controlled by the microprocessor is used for generating a sine wave, at a desired frequency (F Hz).

design is shown in Fig. 9(a). On-chip processor controls the
shift register, a 14-b ramp ADC, and a DAC while executing
the algorithm. Fig. 9(a) also shows the DUT with vectorized
outputs, where N is 12 for this paper. In general, the system
can be scaled as needed to a larger number of filter banks only
constrained by the number of CABs in the FPAA. Fig. 9(b)
shows an example flowchart of the tuning algorithm.

Initially, the filters are compiled with a low-frequency bias
except for the first filter bank, which is used as a reference.
Again, the parameters of the reference filter could be selected
depending on application. The tuning algorithm reduces the
variation of center frequency, quality factor, gain at the center
frequency, and the dc offset with respect to the reference filter.

The first step after compiling the design is to reduce the dc
offset. Without dc offset reduction, the tuning algorithm will
have large errors due to the fact that the system is measuring
the amplitude and detecting the minimum value of the output
to determine the frequency. The dc offset is reduced by pro-
gramming the input FG of the bandpass filter and measuring
it at the output of the LPF. Thus, the system can control the
offset of the whole chain. DC offset of 12 filter banks, scanned
using the shifter register, can be seen in Fig. 10(c) (top). The
maximum variation can be reduced to 32 mV from 0.9 V,
after using the tuning algorithm, shown in Fig. 10(c) (bottom).
After reducing the dc offset, the tuning algorithm reduces the
variation in center frequency, quality factor, and gain at the



1778 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS–I: REGULAR PAPERS, VOL. 64, NO. 7, JULY 2017

TABLE I

SPECIFICATION OF THE DUT SYSTEM

Fig. 10. DC offset, Q, fc, and gain results. (a) Tuning of dc offset by setting
the input offset of the FGOTA. Q, fc, and gain are tuned using Gm1 and
Gm2. (b) Frequency response of the tuned bandpass filter is plotted. (c) DC
offset of the signal chain is characterized here. DC offset is compensated by
tuning the FGOTA, having transconductance of Gm2, used in the bandpass
filter. After compensation, the variation in dc offset is reduced to 32 mV.
(d) Variation in Q, fc, and gain after tuning. Q varies by 0.6 as opposed to
0.9 without tuning. fc variation is reduced to 42 Hz compared with 107 Hz
and variation in gain at the center frequency is reduced from 5.1 to 1 dB.

center frequency of the filters by measuring them with respect
to the reference filter. The reference filter is characterized by
measuring its output at Flow and Fhigh , by generating a signal
at those frequencies with a DAC. Tuning of the rest of the filter
bank is done in two steps, first tuning the higher frequency pole
and then the lower frequency pole. Injection is performed, as
discussed earlier, to vary the biases to change the feedforward
Gm2 and the feedback Gm1. The filters are injected until
they are around an acceptable error from the value of the
reference filter. Fig. 10(b) shows frequency response of tuned
filter banks. Variation of filter bank parameters is shown in
Fig. 10(d). Specification of the DUT is shown in Table I. A set
of 12 parallel bandpass filters, amplitude detectors, and LPFs
consume a power of 7.072 µW. Area is reported in terms of
number of CABs used by the compiled design, since that is
more relevant while designing on an FPAA.

V. ALGORITHM OVER DIFFERENT FPAA

Open-source high-level tools [6], the programming algo-
rithm [15], and the calibration of chip-to-chip variation in the
programming infrastructure [17] enable compiling the same
design on different FPAAs. The design was compiled on three

TABLE II

COMPARISON OF LOW-POWER CONTINUOUS-TIME FILTERS

different chips, fabricated on the same wafer, to measure
the variation and mismatch. This also allows us to test the
portability of the algorithm. Table II shows the variation in
parameters when compiled and programmed with the same
current value, before using the tuning algorithm. They are
deviation of each value from its mean, averaged over three
chips. Table in Fig. 11 shows the variation in parameters for
each FPAA.

The same algorithm was applied to filter banks compiled
on all three chips. Procedure discussed in Section IV was
followed, with the filter in the first CAB serving as a reference
filter. The bandwidth of amplitude detectors and the time
constants of LPFs were tuned first, and then, the dc offsets of
DUT chain were tuned. Fig. 11 shows tuning of 66 parameters
for three FPAA ICs using the algorithm. The table in Fig. 11
shows percentage deviation of parameters from their mean. In
Fig. 11(a)–(c), absolute variation of center frequency, gain at
the center frequency, and quality factor, after tuning, is plotted.
Table II shows the deviation of each filter bank value from its
mean, as an average over all three chips. A large reduction was
observed in variation of center frequency, gain at the center
frequency, and dc offset. Reduction in variation of Q was
nominal due to finite SNR of the ADC and small percentage
of errors during adaptation of FGs. Also, CL and CT vary for
different CABs and their route.

VI. SUMMARY DISCUSSION AND COMPARISON

An on-chip BIST system was presented on an FPAA fab-
ricated on a 350-nm CMOS process. The DUT consisted
of 12 filter bank chain, widely used for real-time signal
processing application and in large neuromorphic systems.
The algorithm was tested on three different chips to test its
performance and portability. Variation of parameters for each
chip is shown in Fig. 11. The proposed system also tunes the
bandwidth of the amplitude detectors and the time constant of
the LPFs, which are critical parts of the system. The system
uses an on-chip DAC and an ADC to generate the necessary
signals and to measure the output of the filter bank, via a
compiled 16-b shift register. The compiled system consumes
a power of 7.072 µW.

The proposed system automatically tunes multiple parame-
ters to compensate for local mismatch and routing capacitance
but does not consider variation in temperature, which have
been studied in detail elsewhere [23], [24]. Typically, one com-
pensates for temperature variation by biasing the FG switches
and FG bias of the OTA using a bootstrap current source [24].
Variation in power supply, Power Supply Rejection Ratio, is
typically controlled using a precision voltage reference [25].
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Fig. 11. Tuning for three different FPAA chips using the algorithm proposed in this paper. Table shows the values for variation in parameters before and
after tuning, for each chip. Variation in (a) center frequency, (b) gain, and (c) quality factor for 12 filters over three different chips after tuning.

TABLE III

DEVIATION OF THE VALUES FROM ITS MEAN

Previous work has addressed the precision of FG programming
[15] and the FG drift and charge leakage [26], [27], and further
discussion is beyond the scope of this paper.

Comparison of this paper with other state-of-the-art low-
power adaptable continuous-time filters is shown in Table III.
The power consumption reported was per filter with its center
frequency. The power consumption of the bandpass filter in
this paper is 152.25 nW at 200 Hz. The compiled system and
the algorithm tune 66 parameters, that is, center frequency,
quality factor, dc offset, τ of LPFs, bandwidth of amplitude
detectors, and gain at the center frequency of 11 parallel filter
banks, excluding the reference filter. Reconfigurability of an
FPAA enables larger community to adopt such a system and
use it remotely using the tool set developed in a single envi-
ronment [6] and remote system [28]. The proposed algorithm
would enable such a remote system to be used widely without
using expensive test equipment.

Low-power continuous-time filters, such as the one used in
this paper, have been extensively used for biomedical systems
and in large-scale neuromorphic systems. In [2], such a system

is used for extracting features from the output of an accelerom-
eter. In case of [3], the system analyzes acoustic signals from
the knees. Their use in emulating a silicon cochlea has evolved
over the years from the first analog silicon cochlea [29], to an
improved version where the silicon cochlea has an increased
linearity and stability [30] and using compatible lateral bipolar
transistors for reduced mismatch [31], in active 2-D cochlea
with nonlinear properties of biological cochlea [32], to their
use in more recent large-scale binaural spatial audition sensors
[33]. They have also seen their use as a Fourier processor, and
as a front end for speech detection [34], [35]. Such large-scale
neuromorphic system would require precise tuning of fewer
than 100 parameters.

The number of parameters available for an FPAA, just like
in case of an FPGA, is more than an ASIC because of the
reconfigurability of the SoC. The density of parameters, in case
of an FG-based FPAA, is high, since the routing infrastructure
is also used as computational and tunable elements, which
in case of an FPGA is normally considered an overhead.
In general, the number of tunable parameters is restricted
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by available CAB blocks, CLB blocks, precision of routing
elements, available measurement, storage infrastructure, and
mismatch caused by capacitance. Also, number of parameters
would be restricted by their orthogonality to each other. The
parameters for a custom analog chip are restricted by the
density of tunable parameters. If FG is not being used, one
approach would be to use small nonlinear DACs, either current
steering or voltage, and calibrating them ahead of time. In [36],
such an approach is used for storing the weights of the
synapses of a neuron. In case of [37] a 5-b DAC is used to
supply the bias of Gm-C elements. In case of reconfigurable
analog systems, such as the one used for speech processing
[38], the number of parameters, which could be tuned is more
than 50k [7].
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